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Abstract. A simple model is presented which is designed
to analyse the relation between the phenomenon of convec-
tive aggregation at small scales and larger-scale variability
that results from coupling between dynamics and moisture
in the tropical atmosphere. The model is based on single-
layer dynamical equations coupled to a moisture equation to
represent the dynamical effects of latent heating and radia-
tive heating. The moisture variable q evolves through the ef-
fect of horizontal convergence, nonlinear horizontal advec-
tion and diffusion. Following previous work, the coupling
between moisture and dynamics is included in such a way
that a horizontally homogeneous state may be unstable to
inhomogeneous disturbances, and, as a result, localised re-
gions evolve towards either dry or moist states, with diver-
gence or convergence respectively in the horizontal flow. The
time evolution of the spatial structure of the dry and moist
regions is investigated using a combination of theory and nu-
merical simulation. One aspect of the evolution is a spatial
coarsening that, if moist regions and dry regions are inter-
preted as convecting and non-convecting respectively, rep-
resents a form of convective aggregation. When the weak
temperature gradient (WTG) approximation (i.e. a local bal-
ance between heating and convergence) applies, and horizon-
tal advection is neglected, the system reduces to a nonlin-
ear reaction–diffusion equation for q, and the coarsening is a
well-known aspect of such systems. When nonlinear advec-
tion of moisture is included, the large-scale flow that arises
from the spatial pattern of divergence and convergence leads
to a distinctly different coarsening process. When thermal
and frictional damping and f -plane rotation are included in
the dynamics, there is a dynamical length scale Ldyn that sets
an upper limit for the spatial coarsening of the moist and dry

regions. The f -plane results provide a basis for interpreting
the behaviour of the system on an equatorial β plane, where
the dynamics implies a displacement in the zonal direction
of the divergence relative to q and hence to coherent equato-
rially confined zonally propagating disturbances, comprising
separate moist and dry regions. In many cases the propaga-
tion speed and direction depend on the equatorial wave re-
sponse to the moist heating, with the relative strength of the
Rossby wave response to the Kelvin wave response determin-
ing whether the propagation is eastward or westward. Within
this model, the key overall properties of the propagating dis-
turbances, the spatial scale and the phase speed, depend on
nonlinearity in the coupling between moisture and dynam-
ics, and any linear theory for such disturbances therefore has
limited usefulness. The model described here, in which the
moisture and dynamical fields vary in two spatial dimensions
and important aspects of nonlinearity are captured, provides
an intermediate model between theoretical models based on
linearisation and one spatial dimension and general circula-
tion models (GCMs) or convection-resolving models.

1 Introduction

Much theoretical and modelling work over the past few
decades has focused on the coupling between dynamics and
moisture in the tropical atmosphere, which has been argued
should be taken into account at leading order to explain many
tropical phenomena. Two topics that continue to attract sig-
nificant attention are on the one hand convective aggrega-
tion, identified as a behaviour in numerical simulations in
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convection-representing models, and on the other hand the
Madden–Julian Oscillation (hereafter MJO), identified in ob-
servations as a dominant mode of intraseasonal variability
of the real tropical atmosphere. Convective aggregation (e.g.
Wing et al., 2017; Muller et al., 2022) has been identified as a
pattern of behaviour of a hypothetical tropical atmosphere in
which there is no imposed spatial inhomogeneity but which
exhibits spontaneous organisation of the circulation and con-
vection into regions of two types, one type with active con-
vection and large-scale ascent and the other with convec-
tion suppressed by large-scale subsidence. The relevance of
convective aggregation to the behaviour of the real atmo-
sphere remains a topic of debate, but the study of aggrega-
tion in convection-representing numerical models (hereafter
CRMs) has provided a great deal of insight into the physics
of the tropical atmosphere, particularly the interactions be-
tween convecting and non-convecting regions, and the way
in which this physics is represented in models. It has been
suggested that the same physics that is responsible for con-
vective aggregation in numerical simulations is also part of
the mechanism for the MJO (Bretherton et al., 2005; Arnold
and Randall, 2015). Investigating this possibility in numeri-
cal simulations has been challenging because the numerical
resolution for CRM simulations is a few kilometres or less,
and the spatial structure of the MJO has scales of several
thousand kilometres. A small number of papers (e.g. Arnold
and Randall, 2015; Khairoutdinov and Emanuel, 2018) have
described simulations that bridge this gap and have given in-
sight into the relation between convective aggregation and
the spontaneous generation of large-scale MJO-like distur-
bances. Other papers (e.g. Carstens and Wing, 2022, 2023)
have used CRM simulations to explore more generally the
relation between convective aggregation and larger-scale dy-
namics. Since such simulations are at the very edge of current
computational capacity and the scope for thorough examina-
tion of parameter space is limited, it is desirable to find a sim-
pler theoretical and modelling framework within which the
link between processes such as aggregation on the mesoscale
and larger-scale organisation of dynamics can be investigated
further. The focus of this paper is the formulation and study
of a simple model for such a purpose.

Several different physical processes have been proposed
as being important for aggregation, often supported by the
results of mechanism-denial experiments in CRMs in which
the effects of particular processes have been altered or omit-
ted altogether. As emphasised by Muller et al. (2022), there
remains considerable uncertainty over which of these vari-
ous descriptions of the aggregation process is most relevant
to convective aggregation and, within each of them, the rel-
ative importance of different physical mechanisms. Exam-
ples of suggested mechanisms include the spatio-temporal
propagation of triggering of convection through different ef-
fects, either through the formation and propagation of cold
pools (e.g. Hirt et al., 2020) or through the propagation
of gravity waves within the boundary layer (Yang, 2021).

The study described in this paper is prompted in particu-
lar by the proposal that aggregation occurs via an instabil-
ity of a spatially homogeneous radiative–convective equilib-
rium state resulting from feedbacks between moisture and
radiation (Raymond, 2000; Emanuel et al., 2014), primar-
ily in the free troposphere, though the boundary layer (Yang,
2018) may play a crucial role in the dynamics of these feed-
backs. Instability, generally described as radiative instabil-
ity or radiative–convective instability, may result if these
feedbacks can overcome the dynamical stability of the con-
vecting atmosphere. The competition between these pro-
cesses is typically represented by the gross moist stability
(GMS; e.g. Raymond et al., 2009), though changes in con-
vective moisture and heat transport should be properly taken
into account (Beucler et al., 2018). The growing instability
is expected to ultimately saturate at finite amplitude with
the result that locally the system tends towards a moist or
a dry state. Such behaviour has been demonstrated using
single-column radiation–convection calculations using var-
ious standard radiative and convective parametrisations and
adopting the weak temperature gradient (WTG) assumption
where the environmental temperature is specified, and the
vertical mass flux is allowed to be non-zero (Sobel et al.,
2007; Emanuel et al., 2014). Under suitable conditions the
radiative–convective equilibrium (RCE) state is unstable, and
the system evolves towards a moist state or a dry state, de-
pending on the imposed initial perturbation.

A more generic and fundamental approach to the study of
convective aggregation, starting with instability as the ini-
tial mechanism for the growth of moisture inhomogeneities
on the homogeneous state but then seeking a description of
the spatial evolution of the resulting moist and dry regions,
has been undertaken by Craig and Mack (2013) and Wind-
miller and Craig (2019) (hereafter CMWC). The model sys-
tem considered in this work is an evolution equation for a
time-evolving two-dimensional moisture concentration field
q, incorporating a source–sink term that is a nonlinear func-
tion of q, say G(q), with three zeros, each corresponding
to possible steady states. The form of the function G(q) is
such that the large-q (moist) and small-q (dry) states are sta-
ble, and the intermediate-q state is unstable. Transport of
moisture is assumed to be diffusive. This system is equiv-
alent to a reaction–diffusion equation with bistable reac-
tion, sometimes known as the Allen–Cahn equation, which
has been extensively studied using theoretical and numeri-
cal approaches. Such systems exhibit coarsening where, af-
ter the initial separation into high-q and low-q regions, typ-
ically on small scales, the scale of these regions increases
monotonically with time, until it is constrained by the large-
scale geometry imposed on the system. This is presented
by CMWC as a mechanism for aggregation. The two es-
sential components required for this mechanism to operate
are the q dependence, and hence the bistable nature of the
source–sink term, which CMWC argue results from the de-
pendence of subsidence drying and convective moistening
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on free-tropospheric moisture, and the diffusive transport.
Windmiller and Craig (2019) argue that diffusive transport
can be justified on the basis of a simple model in which a
stochastic convective cloud moistens the environment of a
moist region, and they provide an estimate for the resulting
diffusivity as 4×102 m2 s−1. A larger value of the diffusivity,
105 m2 s−1, is used in Craig and Mack (2013) and is envis-
aged as being based on the typical horizontal velocity and
length scales of convective systems. The latter justifies this
as an eddy diffusivity based on the typical horizontal veloc-
ity and length scales of convective motions. The appropri-
ate value of the diffusivity therefore depends significantly on
what the diffusivity is intended to represent. This reaction–
diffusion model for aggregation is interesting, and it is dis-
cussed further in the Muller et al. (2022) review, but, since
large-scale dynamics is omitted from the model, it cannot be
used to investigate the link between convective aggregation
and large-scale dynamics.

The model presented in this paper combines aspects of the
CMWC model with a simple description of large-scale dy-
namics. The structure of this paper is as follows. In Sect. 2 we
define the mathematical model to be studied, following pre-
vious approaches that use the shallow-water equations aug-
mented by a prognostic equation for moisture, with the mois-
ture coupling to the shallow-water dynamics. We then set out
the behaviour expected of the model on the basis of previous
work together with various scaling arguments, explaining the
relation to CMWC. In Sect. 3 we present results from numer-
ical simulations of the system on a doubly periodic domain.
In particular, we verify that aggregation occurs and that the
mechanism for aggregation can be dominated by horizonal
diffusion of moisture or by horizontal advection of moisture,
depending on the external parameters defining the system. In
Sect. 4 we then show that rotation, thermal damping and fric-
tional damping can each, or in combination, lead to a finite
upper limit on the aggregation scale. This is with both theo-
retical arguments and results from numerical simulations on
a doubly periodic f plane (including the zero-rotation case
f = 0). In Sect. 5 we exploit the f -plane results derived pre-
viously to consider the system on an equatorial β plane and
show that the process of aggregation is then confined to a
low-latitude region with the result of aggregation being the
formation of coherently propagating disturbances. The scale
and propagation speed of these disturbances depend on the
external parameters, in particular, in some regimes, the rel-
ative strength of the equatorial Kelvin and Rossby wave re-
sponses to the moist heating. In Sect. 6 we discuss the results
and present overall conclusions.

Whilst we have mentioned above the MJO as a key mo-
tivation for further investigation of tropical dynamics, the
model as presented in this paper does not reach the stage of
direct relevance to the MJO or other aspects of tropical in-
traseasonal variability. That requires further development to
be reported in a future paper. We simply note that the model
presented here can be regarded as belonging to the class

of “moisture-mode” models studied by Sugiyama (2009a),
Sugiyama (2009b), Sobel and Maloney (2012), Sobel and
Maloney (2013), Adames and Kim (2016), and others but
that this class is one of several different classes of theoretical
models for the MJO that continue to be studied, as recently
reviewed by Jiang et al. (2020) and Zhang et al. (2020).

2 Model system to be studied

2.1 Model equations

The model to be studied in the remainder of the paper follows
much previous work in being based on the dynamical equa-
tions for a rotating shallow-water system, describing the evo-
lution of horizontal velocity u and free-surface displacement
h, augmented by a moisture variable q, which is transported
by the horizontal velocity. Such single-layer equations can
be derived from primitive equations and the corresponding
moisture equation for a stratified three-dimensional atmo-
sphere following the systematic procedure set out by Neelin
and Zeng (2000) based on a vertical-mode decomposition for
dynamical quantities and for moisture. Specific further sim-
plifications, following e.g. Sugiyama (2009b), over the set of
equations presented by Neelin and Zeng (2000) (their 5.1–
5.4) are that the barotropic flow and the nonlinear terms in
the dynamical equations are neglected.

To emphasise the overall structure of the equations, rather
than the details determined by the modal decomposition, we
simply write the dynamical equations in the standard form
for the motion, linearised about a state of rest, of a shallow
layer of fluid with undisturbed depth H :

ut =−f k×u− g∇h−αu (1)

and

ht +H∇ ·u= Fh(q)− λh, (2)

where g is the gravitational acceleration, and f is the Coriolis
parameter, which will be taken to be either constant f = f0,
corresponding to the f plane, or linearly dependent on the y
coordinate, f = βy, corresponding to the equatorial β plane.
k is the unit vector in the vertical. α is a linear friction co-
efficient and λ a thermal damping rate. The corresponding
equation for the moisture variable q is

qt +Q∇ ·u+∇ · (qu)− κ∇
2q = Fq(q), (3)

including both horizontal advective transport and horizonal
diffusive transport, the latter with diffusivity κ , assumed to
be constant. In these equations, u is to be interpreted as repre-
senting the lower-tropospheric horizontal velocity field, and
the displacement h is a surrogate for mid-troposphere tem-
perature, with temperature increasing as h decreases. Given
typical choices for the vertical basis function for moisture
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(Zeng et al., 2000), q is to be interpreted as the lower-
tropospheric moisture concentration. The values of the con-
stants H , α and λ could be chosen to match the values im-
plied by the modal decomposition and by corresponding ap-
proximations to detailed parametrisations of physical pro-
cesses, as set out in Neelin and Zeng (2000) and Sugiyama
(2009b), but for the purposes of the work reported here, we
simply chose values typical of those chosen in previous work
on simple modelling of the tropical atmosphere.

The term Fh(q), included on the right-hand side of Eq. (2),
represents a moisture-dependent cooling term (cooling be-
cause of the relation between h and temperature), potentially
including both latent heating and radiative heating. If cool-
ing decreases with moisture, as is physically plausible, Fh(q)
will then be a decreasing function of q. Correspondingly, the
term Fq(q) on the right-hand side of Eq. (3) represents the
combined effects of evaporation and precipitation. The part
of Fq(q) representing precipitation (note that Fq(q) is a neg-
ative contribution to precipitation) is also expected, on the
basis of the observed correlation between precipitation and
moisture in the free troposphere (e.g. Holloway and Neelin,
2009), to be a decreasing function of q. Q is a suitably cho-
sen constant so that q is the perturbation away from a back-
ground state where the “total” moisture variable is Q, and it
is convenient to choose Q such that Fq(0)= 0, i.e. such that
in the background state there is a balance between evapora-
tion and precipitation. Previous papers developing and ex-
ploiting the simplified set of equations, Eqs. (1), (2) and (3),
such as Neelin and Zeng (2000), Zeng et al. (2000), and
Sugiyama (2009b), have given detailed arguments for how
these moisture-dependent terms Fh(q) and Fq(q) might be
constructed from specific parametrisation schemes for radia-
tion and convection. Here we choose simplified ad hoc forms
for these terms. A specific simplification made is that both
terms Fq and Fh are assumed to be independent of h; i.e. the
evaporation–precipitation and the moisture-dependent part
are assumed to be independent of temperature. Whilst tem-
perature (or h) dependence of these moisture coupling terms
is neglected in several previous papers (Adames and Kim,
2016; Sobel and Maloney, 2012, 2013), it is included by
Sugiyama (2009a, b). We briefly examine the effect of such
dependence, with results reported in Appendix E and further
comments in Sect. 6.

Within the constraints of the very simple model specified
above, we can identify the possibility of choosing H and Q
such that h= q = 0 corresponds to a spatially homogeneous
radiative–convective equilibrium (RCE) state with u= 0 and
Fh and Fq satisfying the conditions Fh(0)= Fq(0)= 0. We
can restrict the forms of Fh(q) and Fq(q) to those for which
the system is stable to spatially homogeneous perturbations,
which holds if ∂Fq/∂q < 0, with the partial derivative being
evaluated at q = 0. A key question is then whether, within
this restriction, the radiative–convective equilibrium (RCE)
state is unstable to spatially inhomogeneous disturbances.
We demonstrate below that such instability is possible for rel-

atively simple choices of the functions Fh(q) and Fq(q), and
we interpret this instability as the analogue, within this sim-
ple model, of “radiative–convective instability” that has pre-
viously been discussed in several papers and demonstrated
in suitable single-column radiation–convection calculations
(e.g. Sobel et al., 2007; Emanuel et al., 2014).

The key dimensional quantities that define the above sys-
tem include g and H , which determine the dry gravity wave
speed c =

√
gH ; the horizonal diffusivity κ; the Coriolis pa-

rameter f ; the thermal and frictional damping rates, λ and
α respectively; a typical background value of moisture, say
Q; and µ, an inverse timescale for the moist processes rep-
resented by Fh and Fq . It is convenient to take the dimen-
sions of the moisture Q to be the same as those of the thick-
ness H , and indeed this corresponds to a simple re-scaling
of the parameters in Fh. To assess the importance of the ad-
vective term in Eq. (3), an additional dimensional quantity is
needed which sets the magnitude of the spatially inhomoge-
neous part of the moisture field and, hence, via the leading-
order balances operating in Eq. (2) and (3), the magnitude of
the corresponding horizontal flow. These magnitudes are set
by the nonlinear dependence of Fq and Fh on q, but it is con-
venient to choose the magnitude, say D, of the divergence
∇ ·u , as the relevant dimensional quantity. The reason for
this becomes clear from the discussion in Sect. 2.2 below.

The fact that the magnitude of the advective nonlinearity
arising in Eqs. (1), (2) and (3), as written above, depends
on the choice of Fh(q) and Fq(q) potentially complicates
interpretation of the behaviour of the system, and there are
advantages to allowing the advective nonlinearity to be var-
ied independently of this choice. We therefore introduce the
parameter ε into Eq. (3) to give

qt +Q∇ ·u+ ε∇ · (uq)− κ∇
2q = Fq(q). (4)

The linear instability analysis of the RCE state, for exam-
ple, takes ε = 0 in the above equation. Note that in the form
of the equations considered by Sugiyama (2009b), derived
from the Neelin and Zeng (2000) Quasi-equilibrium Tropical
Circulation Model (QTCM) equations, there is a distinct con-
stant multiplying the nonlinear advective term. This constant
is determined in principle in the derivation of the single-layer
equations by the projection of a horizontal moisture advec-
tion term that varies in height onto the single basis function
used to represent the moisture field, but it can also be conve-
niently varied as an independent parameter, and ε introduced
here plays the same role as that parameter. We illustrate the
role of advective nonlinearity by comparing ε = 1 behaviour
with ε = 0 behaviour, but note that, for the reasons just given,
ε = 1 cannot be regarded as the only “correct” choice for in-
cluding advective nonlinearity.
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2.2 WTG and the relation to the CMWC
reaction–diffusion system

A standard approach, particularly at low latitudes where f is
small, to analysing the system defined by Eqs. (1)–(3) is to
make the weak temperature gradient (WTG) approximation
(e.g. Sobel et al., 2001). This neglects horizontal variation
in h and can be justified provided that the horizontal length
scale L satisfies L/c� Tq , i.e. that the timescale for gravity
wave propagation through L is much less than the timescale
Tq for moist processes. Tq could either be a timescaleµ−1 set
by an appropriate combination of Fq and Fh (see below) or
be an emergent property of the system. Additionally, when
damping and rotation are included, it must be the case that
L� Ldyn, whereLdyn is a dynamical length scale that is typ-
ically determined by c together with some combination of f ,
α and λ. We focus on the zero-damping case in this section
and return to the dynamical effects of damping and rotation
in Sect. 4.

Whilst under WTG h is constant in space, it may not be
constant in time. Taking the spatial average of Eq. (2), the
overline notation is used to denote the spatial average. It fol-
lows that

dh
dt
= Fh(q)− λh. (5)

The spatially varying part of Eq. (2) then has the following
form:

H∇ ·u= Fh(q)−Fh(q), (6)

implying that ∇ ·u, and hence the irrotational part of the ve-
locity field, is determined instantaneously by the moisture
field q. Under the assumption f = α = 0 in this section, the
rotational part of u is constant in time. When provided with
this initial rotational part of the flow, assumed to be zero for
the purposes of this section, Eq. (4) becomes a self-contained
equation for the evolution of the q field with the following
form:

qt + ε∇ · (u[q]q)− κ∇
2q

= Fq(q)−
Q

H
(Fh(q)−Fh(q))=Ghq(q;Fh(q)), (7)

where the second equality defines the function Ghq . Note
that whilst evaluation of Fh(q) requires knowledge of the q
field, for the purposes of expressing the right-hand side of the
equation as a function of q, Fh(q) is simply a parameter that
appears in the definition of that function. The notation u[q]
simply expresses the fact that at each instant u is determined
completely, but non-locally, by the q field, through Eq. (6).

Neglecting for a moment the advection term εu[q] · ∇q,
this may be recognised as a reaction–diffusion equation of
the type studied by CMWC. The difference is that whilst the
nonlinear “reaction” term on the right-hand side of Eq. (7)

was in CMWC’s case entirely determined by the q depen-
dence of precipitation and evaporation, in this case the reac-
tion term is a combination of the moisture-driven heating/-
cooling Fh(q) and the moisture source/sink Fq(q). A further
structural difference from the system considered by CMWC
is the evolving quantity h(t). The effect of this is felt by
the system through the corresponding Fh(q) appearing in the
definition of the reaction term. The reaction term is therefore
not completely specified in advance as a function of q but
contains the spatially constant term Fh(q), which also drives
changes in h, as specified by Eq. (5). The Craig and Mack
(2013) model, on the other hand, imposes an integral con-
straint on q, equivalent to specified domain-integrated pre-
cipitation, and then accommodates this constraint by multi-
plying G(q) by an unknown function of t , which is deter-
mined from the constraint. Again this means that the com-
plete reaction term requires knowledge of the spatial distri-
bution of q.

Simple theory of the reaction–diffusion system with the
specified reaction term G(q) is that (i) homogenous steady
states are possible with q equal to the constant value qs , if
G(qs)= 0, and (ii) those homogeneous states are stable if
G′(qs) < 0 and unstable if G′(qs) > 0. CMWC consider a
bistable system with three possible values for qs , q− < q0 <

q+ such that G(q−)=G(q0)=G(q+)= 0 and G(q−) < 0,
G′(q0) > 0 and G′(q+) < 0. G′(q0) provides a useful defini-
tion of a reaction inverse timescale µ. The generic behaviour
for a nonlinear reaction diffusion equation of this type is that
locally q tends to one of the stable values, partitioning the
domain into two regions, one with q = q+ and the other with
q = q−, separated by interfaces of thickness (κ/µ)1/2. In the
absence of rotation and damping, WTG will break down on
length scales of order cTq , so we require cTq � (κ/µ)1/2;
i.e. the reaction timescale µ−1 is such that κµ� c2. The ini-
tial geometry of these two regions is set by the initial condi-
tions. A useful simple solution is a one-dimensional propa-
gating reactive–diffusive wave solution with q = q+ on one
side of the wave and q = q− on the other. The speed of propa-
gation of the wave, cRD ∼ (κµ)

1/2, is determined by the form
of the reaction functionG(q). Defining V (q) by dV/dq =G
so that V (q) has turning points whereG(q) has zeros, then if
V (q+) > V (q−) the region with q = q+ propagates into the
region with q = q−. The corresponding result for the initial
value problem, in one or more space dimensions, is that q
tends everywhere to q+. Similarly, if V (q+) < V (q−), then
q eventually tends everywhere to q−. Only in the case of
V (q+)= V (q−), which applies in particular to the Allen–
Cahn equation, do both regions q = q+ and q = q− persist.
Note that V (q) represents the area under the graph of G(q).
To be precise, if the choice V (q0)= 0 is made, then V (q+)
is the area under the graph of V (q) in the interval [q0,q+],
and V (q−) is the corresponding (positive) area in the interval
[q−,q0].

An important effect in two dimensions is that the reaction–
diffusion velocity cRD becomes a local property of each point
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on each interface, depending not only on the form of G(q)
but also on the curvature of the interface. The reaction ve-
locity cRD should be replaced by cRD+ κ/R, where R is
the (signed) radius of the curvature of the interface (such
that the propagation is towards the interior of the curve). If
|cRD|< κ/|R|, the velocity of the boundary may even change
sign. Therefore, cRD decreases as the curvature of the inter-
face increases (R decreases) (Rubinstein et al., 1989). This
tends to smooth out the boundary between moist and dry re-
gions, as small-scale irregularities or indeed small-scale re-
gions will tend to disappear. Larger moist regions can there-
fore expand, whilst smaller moist regions shrink. This is the
standard coarsening behaviour, i.e. the geometric simplifica-
tion of the geometry between the two regions through an in-
crease in spatial scales, observed in reaction–diffusion sys-
tems (Bray et al., 2003).

The inclusion of an integral constraint on q by Craig and
Mack (2013) is important because this ensures that even if
V (q+) 6= V (q−) (with V (q) defined as above), the system
does not simply evolve to q = q− or q = q+ everywhere.
Both values of q persist as coarsening proceeds. Indeed, if
this sort of constraint is not applied, then in most cases the
reaction–diffusion system with a bistable reaction evolves
everywhere towards one of the stable states. Indeed, Wind-
miller and Craig (2019) do not apply such a constraint and
note that at long timescales one or the other of the q− or
q+ states occupies an increasingly large fraction of the do-
main. It is demonstrated below that the same property holds,
with both values of q persisting as coarsening proceeds, for
the model system being considered in this study, i.e. for a
reaction–diffusion system with the reaction term as specified
by the right-hand side of Eq. (7).

Following the arguments presented above, the stability of
the spatially homogeneous RCE state will be determined
by the derivative with respect to q of Ghq(q,0)= Fq(q)−
(Q/H)Fh(q) at q = 0, with instability if the derivative is
positive, provided that the domain size is large enough
that diffusion does not stabilise the system through the ac-
tion of the κ∇2q term. (This derivative is later identified
as proportional to the negative of the gross moist stabil-
ity; i.e. the RCE state will be unstable if the gross moist
stability is negative.) It is assumed that the derivative is
indeed positive and furthermore that Ghq(q;0) is bistable
in the sense that there are q+(0) and q−(0) such that
q−(0) < 0< q+(0), with Ghq(q−(0);0)=Ghq(q+(0);0)=
0 and G′hq(q−(0);0) <−0, G′hq(q+(0);0) < 0. Note that
this property of Ghq(q;0) implies a similar property, with
corresponding q−(Fh(q)), q0(Fh(q)) and q+(Fh(q)), for the
more general right-hand side of Eq. (7), Ghq(q;Fh(q)), pro-
vided that |Fh(q)| is not too large. For notational conve-
nience the explicit dependence of e.g. q−(Fh(q)) on Fh(q)
is not displayed unless it is essential.

Numerical solutions below show that if Ghq is bistable in
the sense defined, then the system indeed evolves towards
two values of q and coarsening occurs. However some fur-

ther insight can be obtained by assuming that after the initial
adjustment the region q = q+ fills an areaA+, and the region
q = q− fills an area A−. The area of the interfaces between
the regions is assumed to be negligible. The configuration is
therefore determined by the three unknowns, q−, q+ and A+
(or A−).

Then the above equations imply

Ghq(q+,Fh(q))= Fq(q+)− (Q/H)(Fh(q+)−Fh(q))= 0, (8)
Ghq(q−,Fh(q))= Fq(q−)− (Q/H)(Fh(q−)−Fh(q))= 0, (9)
(A−+A+)Fh(q)= A+Fh(q+)+A−Fh(q−). (10)

These determine any two of the three variables q−, q+ and
A+ in terms of the third. For the system to be at a steady state
an additional constraint, obtained by integrating Eq. (3) over
the domain, might seem to be A+Fq(q+)+A−Fq(q−)= 0;
however this can be deduced from Eqs. (8) and (9) above
and provides no extra information. Therefore it has to be ac-
cepted that one piece of further information in addition to
the above is required for a unique solution. In general these
equations determine a state that is quasi-steady rather than
exactly steady. After the initial adjustment, when the required
extra information will be determined by the initial conditions
(which might, for example, setA+), we expect a further slow
time evolution of the three variables and correspondingly of
the geometry of the dry and moist regions.

Assume that the overall effect of this slow time evolution
can be captured by the classical theory for one-dimensional
reactive–diffusive waves, describing the propagation of the
thin interfaces between regions of piecewise constant q. This
suggests the (slow) time evolution equation

dA+
dt
= LinterfacecRD(q+,q−,Fh(q)), (11)

where Linterface is the length of the interface between the re-
gions, and cRD is the reaction diffusion velocity, with the con-
vention that this is positive if the region with q = q+ propa-
gates into the region with q = q−. Linterface will vary in time
but is certainly positive. This equation allows a steady state
when cRD(q+,q−,Fh(q))= 0.

That such a steady state exists can be deduced by
considering the graphs of the relevant functions of
q. As noted previously, for a given Fh(q) the reac-
tion function is Ghq(q,Fh(q))= Fq(q)− (Q/H)Fh(q)+
(Q/H)Fh(q)). Consider first the graph of Ghq(q,0)=
Fq(q)−(Q/H)Fh(q) as shown by the curve in Fig. 1, which
intersects the q axis at q−(0), q0(0) and q+(0). The value
of Ghq(q,Fh(q)) is represented by the vertical distance be-
tween this curve and the horizontal line −(Q/H)Fh(q),
shown in the figure for various values of Fh(q), varying
between Cmin < 0 and Cmax > 0. For C outside this range,
Ghq(q;C) no longer has three roots. Areas V+ and V− are
marked in the figure for a particular value of Fh(q). The
condition cRD(q+,q−,Fh(q))= 0 is satisfied if and only if
V+ = V−. It is clear from the figure that there is one value
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Figure 1. Functions of q controlling the behaviour. The
curve shows the functionGhq (q,Fh(q))= Fq (q)−(Q/H)Fh(q)+
(Q/H)Fh(q) for the value Fh(q)= 0. q = 0, marked by the
cross, corresponds to the homogeneous RCE state. Various hor-
izontal straight lines are shown, corresponding to the values
−(Q/H)Fh(q) for different values of Fh(q). The value of the func-
tionGhq (q,Fh(q))= Fq (q)−(Q/H)Fh(q)+(Q/H)Fh(q) corre-
sponds to the vertical difference between the curve and the relevant
line. For Cmin < Fh(q)) < Cmax the curve and the straight line in-
tersect at three values of q, denoted by q−(Fh(q)), q0(Fh(q)) and
q+(Fh(q)). These are indicated in the diagram for q−(Fh(q))=
(C). The areas between the curve and the straight line in the inter-
vals [q−(C),q0(C)] and [q0(C),q+(C)] are denoted by V−(C) and
V+(C) respectively. Note that it is clear that there is a choice of C,
with Cmin < C < Cmax such that V−(C)= V+(C).

of Fh(q), say Cs , for which this holds, lying in the range
(Cmin,Cmax). Substituting this value into Eqs. (8)–(10) gives
the corresponding values of q− and q+; the dry and moist val-
ues of q; and A+, the fractional area occupied by the moist
region.

A further question concerns the stability of this steady
state. It is clear from Fig. 1 that cRD is an increasing func-
tion of C (the area V+ increases and the area V− decreases as
C increases. Suppose that C > Cs so that V+(C) > V−(C)
and cRD is positive; i.e. regions of q+ will propagate into
regions of q−. The consequence will be that the relative
area occupied by q+ will increase, resulting in a decrease in
C = Fh(q), if Fh(q) is a decreasing function of q. Similarly,
if C < Cs , then C will increase, indicating that the steady
state C = Cs is stable. Note that the above arguments do not
describe the process of coarsening but indicate that the two
values of q persist, just as they do for the special case of
the Allen–Cahn equation and for the system considered by
CMWC, suggesting that coarsening is relevant.

We show examples in Sect. 3 to demonstrate that our
model system, in regimes where the approximations lead-
ing to Eqs. (5) and (7) can be justified, naturally evolves
to a piecewise constant configuration with both of the val-
ues of q, q− and q+, consistent with the relevant form of
Ghq(q,Fh(q)).

The strict WTG form of the evolution equation, Eq. (7),
suggests that for the system Eqs. (1), (2) and (4), lo-

cally q will tend to one of two values, q− or q+, as was
the case for the CMWC pure reaction–diffusion system.
The distinct additional feature of the system being con-
sidered here is that there is an associated pattern of con-
vergence and divergence. The WTG balance in Eq. (2)
implies that the divergence ∇ ·u will also tend to one
of two values, D− =−H−1Fh(q−,h)=Q

−1Fq(q−,h) >

0 or D+ =−H−1Fh(q+,h)=Q
−1Fq(q+,h) < 0 respec-

tively. (Note that these estimates of convergence in moist re-
gions and divergence in dry regions are the basis for the dis-
cussion above concerning the introduction of the parameter ε
to control the magnitude of advective nonlinearity.) Assume
that the corresponding values of ∇ ·u are −D− < 0<D+.
Since area-integrated ∇ ·u is zero, we expect that the areas
A− and A+ filled by dry regions and moist regions respec-
tively satisfy A−D− ∼ A+D+.

This non-zero divergence has no consequence for the evo-
lution of the system under the strict WTG approximation,
but if this approximation is relaxed, as is likely to be re-
quired at large horizontal scales, then the coupling between
moisture and divergence may lead to distinctly different be-
haviour from that predicted by reaction–diffusion alone. Fur-
thermore, even if WTG can be justified in Eq. (2), the non-
zero divergence will potentially be important if the nonlin-
ear advection term εu[q] · ∇q is included, since Eq. (2) im-
plies an advecting velocity field that depends on the dis-
tribution of q. A typical velocity at length scale L will be
U ∼DL. The advective velocity becomes comparable with
the reaction–diffusion velocity when εDL∼ (κµ)1/2; i.e.
L= Ladv ∼ (κµ/D

2ε2)1/2. Since moist regions are associ-
ated with convergence and dry regions with divergence, the
effect of advection will be to reduce the areas of moist re-
gions relative to those of dry regions. This suggests that in a
steady state the reaction–diffusion velocity cRD has to be pos-
itive rather than zero, i.e. that V+ > V− rather than V+ = V−.
It also suggests that the values of q in both moist and dry re-
gions are increased relative to their values without the ad-
vective nonlinearity. On scales larger than those of a sin-
gle aggregated region, the combination of regions of diver-
gence of opposite signs will generate a large-scale velocity
field. Nonlinear advection will therefore cause aggregation
when there is a high density of distinct convergent regions,
on a timescale of ε/D. The advective regime of aggregation
becomes dominant for length scales L > Ladv. The conse-
quence of this is illustrated in Sect. 3.2.

We can also now give a better estimate for Tq and hence
the scale at which WTG will fail. In the linear instability
phase a possible estimate is Tq ∼ µ−1. However in the non-
linear aggregation phase a potentially more relevant estimate
is Tq ∼ L/cRD; i.e. the timescale increases as the length scale
increases. In this case where α = λ= f = 0, then for WTG
the first estimate would require L� cµ−1. However the sec-
ond estimate would require L� cL/cRD, suggesting that if
cRD� c, then in the nonlinear aggregation phase the WTG
description remains valid at all scales; i.e. aggregation sim-
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ply proceeds until the length scale is the largest allowed by
the geometry.

3 Numerical simulations in the WTG regime

3.1 Model details

The model equations defined above in Eqs. (1)–(3) can be
integrated numerically, and in this section we use this to con-
firm the previous results and further investigate model be-
haviour. Numerical details are given in Appendix A. Recall
that the thickness variable h and the moisture variable q rep-
resent the departure from the spatially homogeneous RCE
state. In all simulations reported below the initial condition
is taken to be u= 0, h= 0 and q small with |q| � |q±|. The
values of q are chosen randomly at each grid point.

The theoretical discussion in the previous section does not
depend on the precise form of the functions Fh and Fq ap-
pearing in Eqs. (2) and (3) respectively, requiring only that
they together lead to a bistable moisture equation, Eq. (7).
However, in order to investigate the behaviour numerically
we need to define these forms explicitly. For illustrative pur-
poses we use a piecewise linear construction, with

Fq(q)=−µ1q, (12)

Fh(q)=


−µ2qp −µ1(q − qp), q > qp

−µ2q, qm < q < qp

−µ2qm−µ1(q − qm), q < qm.

(13)

With µ2 > µ1 > 0 this represents larger effective latent heat
release of precipitation near to the RCE state. Note that the
key quantity µ= (d/dq)Ghq(q;0)|q=0 is equal to −µ1+

µ2Q/H , which we write as−µ1(1−µ2Q/Hµ1)=−µ1M ,
where M is a normalised gross moist stability of the RCE
state. Throughout the paper we choose µ1 and µ2 such that
M < 0, implying that the RCE state is unstable. This sim-
ple formulation of Fh and Fq has the advantage that we
can easily tune the locations of the fixed points q± using
the parameters qp and qm. Note that q+ > qp and q− < qm.
Q and H are chosen such that 1−Q/H > 0, implying that
the fixed points qp and qm are stable according to the anal-
ysis in Sect. 2.2. We choose |qp|> |qm|, corresponding to
a more extreme value of moisture in moist regions than in
dry regions. Together with the constraint of zero net heating
in steady state, this implies small moist regions with strong
upwelling and large dry regions with weak downwelling, as
typically observed in convective aggregation (e.g. Muller and
Bony, 2015).

Now that the equations are fully defined, the most ba-
sic starting point is to consider the system with no rotation
or damping, f = λ= α = 0. The computational domain is
taken to be square with sides of length 107 m. We initially
take the other parameters in the system as g = 10ms−2,H =
30m, µ−1

1 = 36000 s, µ2 = 3µ1, κ = 105 m2 s−1, Q= 15m

and qp/Q= 0.1, qm/Q=−0.025. Note that the correspond-
ing value of M for the RCE state is −0.5. This might be
considered a relatively large negative value; e.g. the corre-
sponding value in Sugiyama (2009b) is about −0.05, but
the primary reason for this choice is to ensure that the RCE
state is unstable, and this value has little effect on the evo-
lution when the system has evolved away from that state.
The results of a simulation with GMS of the RCE state in-
creased to −0.05 are shown in Fig. 12. Overall, we argue
that the precise values of these parameters are unimportant
as here we aim to understand the general behaviour of the
system, and indeed the parameters are varied throughout the
paper; however the values are chosen to give similar mois-
ture timescales to those deduced from the system studied by
Sugiyama (2009b). We use the Craig and Mack (2013) value
of κ = 105 m2 s−1 rather than κ = 1.5× 105m2s−1 used by
Sugiyama (2009b). The parameter values used in all of the
two-dimensional simulations discussed in the paper are given
in Table 1. See Sect. 4.3 for a brief discussion of the non-zero
values of α, λ and f used later in the paper.

3.2 Simulation results

We first consider the case ε = 0, without nonlinear advec-
tion of moisture. The evolution of the moisture distribution
with time is shown in Fig. 2. The qualitative behaviour is
similar to CMWC. There is an initial adjustment phase on
the timescale µ−1 as the small-scale noise grows. During
this initial phase, WTG applies only up to L∼ µ−1c, about
106 m for the parameters chosen. Hence distinct regions of
enhanced and suppressed moisture on this scale or smaller
form, with values corresponding to the effective stable fixed
points q± such that Ghq = 0, ∂Ghq/∂q < 0.

Once this has occurred, the coarsening process proceeds,
with the scale of moist and dry regions slowly evolving, con-
sistent with understanding of the reaction–diffusion system
as discussed in the previous section. In particular, the evo-
lution of the boundaries occurs on a slow timescale deter-
mined by the reaction–diffusion velocity cRD and the smaller
curvature-associated velocity κ/R, both of which are smaller
than the gravity wave speed c. Hence the WTG approxima-
tion continues to hold as the scale of moist and dry regions
increases. In this regime the proportion of the domain filled
by each of the moist and dry states is changing, so there is a
slow evolution of the mean heating Fh(q). This causes a slow
change in the locations of the stable moisture fixed points q±;
however this is on a longer timescale than that determined by
Ghq , so the q distribution quickly adjusts to the new stable
values. These features of the long-term evolution of the mois-
ture distribution, the rapid adjustment to values of q close to
q± and the subsequent slow evolution of the values of q± are
shown in Fig. 3. This diffusive growth proceeds to the do-
main scale, when the areas of the regions are such that there is
net zero heating and precipitation, and, consistent with theory
(Rubinstein et al., 1989), the length of the boundary is min-
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Table 1. Parameters for all examples of two-dimensional simulations shown in the figures. Parameters which remain constant are µ1 =
1/36000s−1, µ2 = 1/12000s−1, c2

= 300m2 s−2, qp = 0.1Q and qm =−0.025Q. For 1–9 the f -plane regime is specified on the basis of
Fig. 5. For 10–20 (equatorial β-plane simulations), the set of f -plane regimes encountered as f increases from zero is given. For 10–20 the
β-plane regime is specified on the basis of Fig. 10. The steady-state column denotes whether or not the parameter values allow convergence
to a steady state or, for the β plane, to a steadily propagating state, at large timescales.

Figures f -Plane β-Plane Steady f [s−1] α [s−1] λ [s−1] κ [m2 s−1] ε Q [m]
regime(s) regime state

1 2, 3, 4a I – Y 0 0 0 105 0 15
2 4b I – Y 0 0 0 105 0.5 15
3 4c I – Y 0 0 0 105 1 15
4 6A I – Y 10−5 4× 10−6 4× 10−6 105 0 15
5 6B IIa – N 10−5 10−7 10−6 105 0 15
6 6C IIb – N 10−5 10−6 10−4 105 0 15
7 9a I – Y 10−6 10−6 10−6 105 1 15
8 9b I – Y 10−5 10−5 10−5 105 0 15
9 9c I – Y 0 10−5 10−5 105 0 15
10 11a I, III B N 2× 10−11y 10−5 10−5 105 0 15
11 11b I, III B N 2× 10−11y 10−5 3× 10−5 105 0 15
12 11c I, III A N 2× 10−11y 3× 10−5 3× 10−5 105 0 15
13 11d I, II, III C N 2× 10−11y 10−6 10−5 105 0 15
14 11e I, II, III C N 2× 10−11y 10−6 3× 10−6 105 0 15
15 11f, 13a, b I, III C Y 2× 10−11y 10−5 10−5 4× 105 0 15
16 12, 13c, d I, III D Y 2× 10−11y 10−6 10−6 1.5× 105 0 10.5
17 14a, 15, 16 I, III C N 2× 10−11y 10−5 10−5 4× 105 1 15
18 14b I, III B N 2× 10−11y 10−5 10−5 105 1 15
19 14c I, II, III B N 2× 10−11y 3× 10−6 3× 10−5 105 1 15
20 14d I, III D N 2× 10−11y 10−6 10−6 1.5× 105 1 10.5

imised (forming either a circular or a band-shaped structure,
depending on the geometry of the computational domain). At
this point a steady state has been reached.

We now briefly consider the system with advective non-
linearity in the moisture equation, ε > 0. As discussed and
noted in Sect. 2.2 above, we expect this to lead to a reduction
in the spatial scale of moist regions, an increase in the spatial
scale of dry regions and a distinct advective mechanism for
aggregation. The simulations show that the effect of the lat-
ter is that the system evolves towards a steady state, as was
the case for ε = 0. However advection changes the geometry
of this final steady state, as can be seen from the steady-state
distributions for different values of ε shown in Fig. 4. Un-
like with ε = 0, where the steady state is governed only by
reaction–diffusion, the final state is now governed by a bal-
ance between reaction–diffusion and advection. The square
periodic domain considered in this paper leads to the mois-
ture forming either a band shape or a cross shape. At smaller
values of ε (ε = 0.5 is shown), a band forms, and at larger ε
(ε = 1 is shown), a cross is preferred. However at interme-
diate values either shape, according to details of the initial
conditions, may be reached and persist. The changes in ge-
ometry associated with increasingly strong advection shown
here may be relevant to realistic atmospheric flows even if
the precise steady-state configurations are not. We emphasise

that, as is common to a large class of nonlinear reaction- and
diffusion-type problems (e.g. Rubinstein et al., 1989), these
steady-state configurations are almost certainly strongly in-
fluenced by the domain geometry.

4 Breakdown of WTG and implications for
aggregation

When frictional and thermal damping and rotation are in-
cluded in the system, then, as noted previously, there will be
an upper limit Ldyn, depending on the dynamical parameters
α, λ and f , on the scale to which WTG balance can apply.
It is expected that the coarsening to the domain scale exhib-
ited in the previous section will be substantially modified,
and perhaps halted, when the scale Ldyn is reached. Then
in Sect. 4.2 we present semi-quantitative scaling arguments
that are potentially relevant to the evolution beyond the lin-
ear instability phase. We then present results from numerical
simulations in Sect. 4.3, both for ε = 0 and for ε > 0, includ-
ing a regime diagram that summarises the overall pattern of
behaviour as the dynamical parameters vary.
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Figure 2. A series of snapshots of the perturbation moisture distribution q/Q from a numerical integration with no rotation or damping. Note
that the final panel in this series is very close to, but has not reached, steady state, which would be a perfectly round moist region.

4.1 Key insights from the linear instability problem

Since the growth of disturbances to the RCE state is the pre-
cursor to the coarsening phase, we begin by considering an
explicit solution of the linear instability problem when α, λ
and f are non-zero.

There have been previous theoretical studies (e.g. Adames
et al., 2019) of linear wave propagation and linear insta-
bility in systems equivalent to Eqs. (1)–(3), but it is use-
ful to establish some of the basic properties of the partic-
ular model system that we consider in this paper. For the
case discussed in Sect. 2.2 and illustrated in Sect. 3, where
α = λ= f = 0 and the WTG approximation is valid, the lin-
ear stability properties of the RCE state are very straightfor-
ward and are determined by the sign of the derivative with
respect to q of Ghq(q,0). We consider the linear stability
problem in more detail for α, λ and f non-zero values since
this gives insight into the behaviour of the full nonlinear sys-
tem as revealed by numerical simulation. Since the f plane
is isotropic, we can assume that perturbations vary only in
the x direction. Assuming small-amplitude perturbations of
the form u=<{ûexp(σ t+ikx)}, with analogous notation for
other variables, the linearised forms of Eqs. (1), (2) and (3)
are

σ û− f v̂ =−ikgĥ−αû, (14)
σ v̂+ f û=−αv̂, (15)

σ ĥ− iHkû=−µ2q̂ − λĥ, (16)

σ q̂ − iQkû=−µ1q̂ − κk
2q̂, (17)

where µ2 =−F
′

h(0) and µ1 =−F
′
q(0), matching the nota-

tion used in Eqs. (13) and (12) respectively. As is standard,
these define an eigenvalue problem, the solution of which
leads to a dispersion relation in the form of a quartic equa-
tion for σ , given explicitly in Appendix B as Eq. (B1).

An important simple case is the strict WTG limit with α =
λ= f = 0. This may be considered directly by neglecting
the σ ĥ and −λĥ terms in Eq. (16) and then substituting for û
in Eq. (17) to deduce, neglecting the κk2 term,

σ =−µ1+
Qµ2

H
. (18)

This expression for σ motivates the previously noted defi-
nition of the normalised gross moist stability for the moist
shallow-water equations,

M = 1−
Qµ2

Hµ1
. (19)

As noted previously, in this paper parameter values are cho-
sen such that M < 0, implying σ > 0 and moisture-mode in-
stability with an inverse timescale µ= µ1|M|. Note that the
WTG approximation applies at small scales, with k� µ/c.
At large scales, with k� µ/c, the moisture adjusts on a
timescale shorter than that of the dynamics, and hence a
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Figure 3. (a) A histogram of the perturbation moisture distribution q/Q, plotted against time. The shading corresponds to the frequency
distribution of the moisture values, with darker shades of blue corresponding to higher frequency. The red lines denote the location of q+ and
q− calculated as the roots of Ghq (q±,Fh(q))= 0, where the value of the mean heating Fh(q) is observed from the simulation at each time.
Note the slow shift in the values of the fixed points q± over time, as the mean heating Fh(q) slowly varies. In panels (b)–(d) the histogram
bars have been shown at selected times.

Figure 4. The steady-state moisture distribution, showing q/Q, in two-dimensional simulations with no rotation or damping, and (a) ε = 0,
(b) ε = 0.5 and (c) ε = 1.

steady-state balance in the moisture equation (Eq. 17), ne-
glecting the term σ q̂, is appropriate. (The large-k and small-
k limits in this problem correspond to the moisture-mode and
gravity-mode limits identified by Adames et al., 2019.) Us-
ing the moisture equation to eliminate the moisture depen-
dence in the height equation, Eq. (16), then gives the stan-
dard shallow-water equations with the gravity wave speed
adjusted from c2 to

c2
(

1−
µ2Q

Hµ1

)
= c2M. (20)

This defines the moist gravity wave speed c2
m = c

2M and
implies unstable growth rather than propagation if M < 0.
M < 0 can therefore be identified as a criterion for insta-
bility whether or not the WTG approximation is valid. Re-
including the effects of moisture diffusion will potentially
inhibit instability on length scales comparable to or smaller
than
√
κ/µ1.

Analysis of the full dispersion relation, Eq. (B1), given in
Appendix B, shows that, ifM < 0, there is a real positive root
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for σ only if

κ ≤ (
√

1−M − 1)2µ1
c2α

λ(α2+ f 2)
. (21)

Note that the final factor represents the square of a length
scale which we identify in the following subsection as the
dynamical length scale Ldyn. However this does not give
complete information on when instability is possible because
there may be non-zero complex conjugate roots for σ with a
positive real part. Some analytical progress can be made in
describing the dependence of roots on the different parame-
ters, but the algebra is complicated. Further details are given
in Appendix B.

The behaviour found is illustrated in Fig. 5, which maps
out different regions of the (α,λ) plane for a specific choice
of κ and for six different choices of f , including f = 0.
Other parameters, µ1, µ2, c2,Q andH , take the same values
as specified in Sect. 3. The (α,λ) plane may be divided into
four regions, each corresponding to a different regime of be-
haviour. Regime I is where <(σ ) > 0 occurs for some k only
when σ is real. Regimes IIa and IIb are where there are com-
plex σ with <(σ ) > 0 and with non-zero imaginary parts,
and Regime III is where there is no instability, i.e. <(σ ) < 0
for all k. The distinction between IIa and IIb is that in IIb, σ
corresponding to the fastest growth over all k has a non-zero
imaginary part.

For f = 0 only Regimes I and III are present, and the re-
gion of instability simply corresponds to Eq. (21). For non-
zero values of f that are not too large, the boundary be-
tween Regimes I and III is again described by Eq. (21),
but, Regimes IIa and IIb exist in some part of the region
α < f . Note that Regimes IIa and IIb are therefore confined
to smaller and smaller values of α as f → 0. For the largest
value of f shown, again only Regimes I and III are present,
with Regime I corresponding to Eq. (21). It can be shown in
general that if the inequality

f > c(µ1/κ)
1/2(
√

1−M − 1) (22)

is satisfied, there are no Regimes IIa and IIb, and the tran-
sition between stability and instability is fully described by
Eq. (21). For the parameters used to generate Fig. 5, the dis-
appearance of regions IIa and IIb between f = 6× 10−5 s−1

and f = 10−4 s−1 is consistent with Eq. (22).
Whilst the parameter dependence that is found in the linear

stability problem is complicated, two general rules that seem
to hold are, first, increasing κ (unsurprisingly) inhibits insta-
bility, and, second, for a given κ , increasing f also tends to
inhibit instability; i.e. the region of the (α,λ) plane in which
there is instability reduces as these parameters increase. In
particular, for any specified non-zero values of α, λ and κ ,
there is an fstab such that f > fstab implies stability. The
solid curves shown in Fig. 5 bounding Regime III are there-
fore, for the chosen value of κ , contours of the function
fstab(λ,α) in the (λ,α) plane. The existence of fstab is ex-
ploited in the description of the equatorial β-plane behaviour

Figure 5. A regime diagram of the linear instability behaviour
of the model on the f plane. The black curves mark the bound-
aries between regimes for a value of f = 10−5 s−1, and the black
regime labels correspond to this curve. The solid black curve marks
the boundary between the unstable regimes and the globally stable
regime (Regime III). The dashed black curve denotes the boundary
separating Regime I on the left, where all unstable modes have zero
frequency, and Regime IIa on the right, where some unstable modes
have non-zero frequency and are therefore not stationary. The dot-
ted black curve separates Regime IIa on the left from Regime IIb
on the right, where the fastest-growing linear mode is no longer sta-
tionary. The curves of the four other colours show corresponding
boundaries for different values of f , with no equivalent to Regime
II appearing when f = 0 or when f is sufficiently large. A detailed
description of the regime structure is given within the text.

in the following section. (Note in particular that fstab depends
on κ as well as on α and λ, but we leave the dependence on
κ unstated since in the simulations discussed later, κ is in
practice kept fixed, and only α and λ are varied.)

4.2 Dynamical arguments

The description above is focused on the linear instability
problem and cannot be assumed to extend to the evolution
once the growing unstable disturbances have saturated, e.g.
in an aggregation phase. More general insight into the evolu-
tion can be obtained by considering possible balances in the
equations at horizontal scale L. Assume that the timescale
of evolution is Tq . In the linear instability phase Tq ∼ µ−1.
However after the unstable growth has saturated, Tq may be
larger than this. For example, in the aggregation of moist and
dry regions described previously, Tq is determined by the dif-
fusivity κ and is large if κ is small.

If α 6= 0 and λ 6= 0, then, assuming that Tq � α−1,λ−1, a
quasi-steady-state balance is possible in the dynamical equa-
tions; i.e. u is instantaneously determined by the q field ac-
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cording to the quasi-steady balance,

αδ− f ζ =−g∇2h, (23)
αζ + f δ = 0, (24)
Hδ+ λh= Fh(q), (25)

where δ is divergence, and ζ is vorticity. In this respect we
can identify this case with Regime I in the previous section.
Eliminating ζ gives

δ =−gα(α2
+ f 2)−1

∇
2h. (26)

Substituting into Eq. (25) implies that the local h, and hence
the local u, is determined by q in a surrounding region of
scale:

Ldyn = c(α/λ)
1/2(α2

+ f 2)−1/2. (27)

This defines a dynamical length scale Ldyn. WTG balance,
the local balance between divergence and heating, applies
only length scales smaller than Ldyn. On length scales larger
than Ldyn, the dominant balance in Eq. (25) is between λh
and Fh(q), and hence, from Eq. (26) the divergence is pro-
portional to ∇2F(q) rather than to F(q). Another implica-
tion of the above balance, from Eq. (24), is that the flow will
be dominated by the rotational component if f � α and by
the irrotational component if f � α.

The quasi-steady balance above cannot hold when α = 0,
when Eq. (26) would imply δ = 0. However if q is to be
maintained away from the q = 0 steady state, which is known
to be unstable, Eq. (4), neglecting the term multiplied by ε,
requires δ to be non-zero. This suggests that a distinct dy-
namical argument is required when α is small, analogous to
the distinct nature of Regime II discussed in the previous sec-
tion. If f 6= 0, a possible balance assuming a small Rossby
number, i.e. that the timescale of the evolution of the q field
is much larger than f−1, is

−f ζ =−g∇2h, (28)
ζt + f δ = 0, (29)
ht +Hδ+ λh= Fh(q), (30)

implying

(h− (c2/f 2)∇2h)t + λh= Fh(q), (31)

that is, a form of the quasi-geostrophic potential vorticity
equation with the potential vorticity changing due to the ef-
fects of heating Fh(q) and thermal damping. Thus, in this
system there are two prognostic equations, one for potential
vorticity and one for moisture. In this case it is the second
term in the time derivative that corresponds to divergence
so that WTG applies if L� (c/f )min(1, (λTq)−1/2). Here
the length scale appearing is the Rossby radius c/f , and the
flow can be expected to evolve on the timescale λ−1 at large
timescales. Note that in this case the rotational part of the
velocity field will be stronger than the divergent part.

In both the above cases it appears that the relation between
moist heating and divergence becomes non-local at a suffi-
ciently large scale, Ldyn, when α is large enough to bring
the dynamical balance to a quasi-steady state and c/f when
α is smaller. Therefore the aggregation behaviour seen pre-
viously is likely to be halted, or at least strongly modified,
when these scales are reached. In Sect. 4.3 below the nature
of this modification is examined by numerical simulation.

The scale Ldyn defined above decreases as f increases,
suggesting that the scale of aggregated moist and dry regions
will also decrease as f increases. Furthermore, the underly-
ing instability of the RCE state requires WTG dynamics to
apply, and Ldyn therefore also represents an upper limit on
the scale of the instability. As f increases, Ldyn will reduce
to the diffusion scale

√
κ/µ, and the instability of the RCE

state will disappear. This provides an estimate for fstab,√
α

λ

c√
f 2

stab+α
2
= 0

√
κ

µ
, (32)

where 0 is a non-dimensional parameter. The expression
Eq. (21), provided by the linear stability calculation, is con-
sistent with this reasoning and provides an explicit expres-
sion for 0 as equal to

√
−M/(

√
1−M − 1). For the case

when α is small, corresponding to Regime II, we have no
expression for Ldyn or for the boundary of stability between
Regimes II and III in Fig. 5, so a corresponding analytic re-
sult has not been determined. We do expect a qualitatively
similar situation where the system is stabilised by diffusion
once the maximum length scale Ldyn becomes sufficiently
small. However, the behaviour, as f changes, of the bound-
ary between Regime IIb and Regime III shown in Fig. 5 is
geometrically complicated. This suggests that an easily inter-
pretable expression for the entire form of the boundary will
be difficult to find.

4.3 Numerical simulations

The link between the maximum length scale Ldyn, deter-
mined by non-zero values of f , α and λ, over which WTG
is expected to apply and the spatial scale of aggregation are
now illustrated using numerical simulation. The same numer-
ical scheme as in Sect. 3 is used. The parameters, µ1, µ2, c2,
Q and H , take the same values as specified in Sect. 3, un-
less otherwise stated. Additionally, f , α and λ are chosen so
that there is linear instability, corresponding to Regimes I, IIa
and IIb in Fig. 5. Recall that details of the parameter values
chosen for these simulations are given in Table 1. The val-
ues of f are chosen for illustrative purposes (f = 10−5s−1

corresponds to about 5°). Representative values of α and λ
are chosen to be similar to those in other papers on large-
scale tropical dynamics; e.g. Sugiyama (2009b) takes α =
2× 10−6 s−1 and λ= 5× 10−7 s−1, and Adames and Wal-
lace (2014) take α = 10−6 s−1 and λ= 10−6 s−1, Adames
and Kim (2016) take α = 3×10−6 s−1 and λ= 3×10−6 s−1,
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but we deliberately diverge from these representative values
in some simulations to investigate the effect of varying α and
λ in different ways. Note that the justification of values for
linear friction coefficients, or indeed the inclusion of linear
friction at all, in models for tropical circulation remains a
topic of active discussion (e.g. Romps, 2014).

4.3.1 ε = 0 (advective nonlinearity excluded)

We begin with ε = 0, i.e. excluding nonlinear advection of
moisture. A selection of time series of the moisture distribu-
tion of the system for different choices of f , α and λ is shown
in Fig. 6, with each simulation corresponding to a row. In
all cases the moisture field q was initialised with small-scale
random noise. In the first case, in row A, corresponding to
Regime I in the (α,λ) plane shown in Fig. 5, the system ini-
tially evolves similarly to the case without damping or ro-
tation, with the formation of distinct moist regions, which
evolve and enlarge through aggregation. However the aggre-
gation does not proceed to the domain scale but halts at a
smaller scale, with quasi-steady circular moist regions. This
is as expected from the previous dynamical discussion. The
inclusion of non-zero f , α and λ implies that WTG balance
can hold only up to the scale Ldyn and aggregation halts at
this scale. Other simulations with f , α and λ corresponding
to Regime I in Fig. 5 show similar evolution.

Rows B and C in Fig. 6 correspond to Regime II in the
(λ,α) plane, with B corresponding to IIa and C to IIb. For
case B there is again an initial segregation and then an ag-
gregation process, leading to distinct moist and dry regions
at some finite scale. However, the long-time distribution is
no longer stationary but continues to evolve in time (with-
out there being any further systematic increase in scale). In
case C, whilst there is segregation, there is no clear aggrega-
tion stage, and the moist and dry regions evolve in time in a
manner that is more wave-like than that seen in case B.

To establish that the division of the (α,λ) plane, originally
motivated by the linear instability properties, provides a use-
ful guide on the behaviour of the ultimate nonlinear evolu-
tion, Fig. 7 repeats the depiction of the (λ,α) plane shown
previously for a single value of f , with superimposed sym-
bols indicating whether the nonlinear evolution was aggre-
gated and quasi-steady, as in case A above; aggregated and
unsteady, as in case B; or propagating, as in case C. Regime
IIa (case B) has been split into two sub-regimes, with a slow
regime corresponding to transitional behaviour in which ag-
gregated regions form, but propagation is sufficiently slow so
that these remain round.

A possible interpretation of the apparent relation between
the properties of the linear instability problem and the evolu-
tion observed in the numerical simulations is as follows. In
Regime I, as illustrated by simulation A, the linear instabil-
ity behaviour is essentially that described by the WTG ap-
proximation, with the relevant unstable mode having real σ .
Therefore the system evolves through the instability to the

segregated state determined by the bistability. In Regime IIa,
as illustrated by simulation B, the relevant unstable mode
is similar to that in A, with σ real, and the process of seg-
regation is correspondingly similar. However the existence
of slower-growing propagating (complex σ ) unstable modes
at larger scales is relevant to the nonlinear evolution post-
segregation (even if the linear instability modes themselves
do not provide a complete description of the behaviour).
(A reduced mathematical model describing the evolution of
the segregated state might make this relevance clearer.) In
Regime IIb, illustrated by simulation C, there is a pair of the
fastest-growing modes with complex conjugate σ rather than
a single mode with real σ , and the mechanism for growth
is therefore completely different from that described by the
WTG approximation. In fact, these modes are better regarded
as moisture-destabilised inertial waves and are not moisture
modes since they rely on the fact that the dynamics is not
slaved to the moisture field. Consequentially the nonlinear
evolution is not so clearly a segregation into the two states al-
lowed by bistability and instead is better characterised as an
evolving field of nonlinear moisture-inertial waves. Note that
systematic propagation in case C and the clear anisotropy of
the instantaneous q distribution visible in Fig. 6i are an in-
dication of spontaneous symmetry breaking rather than any
systematic anisotropy of the system as specified.

We now focus on the behaviour of the model with pa-
rameters chosen from Regime I, where there is aggregation
to a quasi-steady state. The behaviour can be usefully sum-
marised by using the spatial autocorrelation. The autocorre-
lation scale, Lauto, is defined as the minimum radius at which
the spatial autocorrelation is a factor of 1/e less than its max-
imum value. The time evolution of Lauto for simulations with
various damping and rotation rates, as well as diffusivities, is
shown in Fig. 8.

Cases (a) and (b) have α = λ= f = 0, so, as previously
demonstrated in Sects. 2.2–3, aggregation is expected to
eventually proceed to the domain scale. The evolution of
Lauto for both case (a) and case (b) is consistent with this ex-
pectation. For case (b), Lauto reaches a limiting value within
the time period shown in the figure. For case (a), a limiting
value is not reached, but Lauto continues to increase through-
out the period shown. The difference between (a) and (b) can
be explained by the fact that κ for (b) is 4× larger than that
for (a), therefore recalling the established theory on reaction–
diffusion systems noted in Sect. 2.2 that aggregation pro-
ceeds more rapidly as κ increases.

Other cases have non-zero values of α, λ and f . All these
show an approach to a finite limiting value, indicating that
aggregation ceases. A candidate value for the length scale
at which this occurs is Ldyn = c(α/λ)

1/2(α2
+ f 2)−1/2. The

corresponding values deduced from Fig. 8 are consistent with
this expression in the sense that the ordering as parameters
are changed is consistent with the expression. Note in partic-
ular that for a given α and λ, the scale is smaller with f > 0
than it is with f = 0.
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Figure 6. A series of snapshots of the perturbation moisture distribution q/Q of a two-dimensional simulation, this time with rotation and
damping. Row A corresponds to case I in Sect. 4.1. This has f = 10−5 s−1 and α = λ= 4× 10−6 s−1, giving Ldyn = 1.6× 106 m. Rows B
and C correspond to case II. Row B has α = 10−7 s−1 and λ= 10−6 s−1, and C has α = 10−6 s−1 and λ= 10−4 s−1.

Figure 7. The regime diagram curve for f = 10−5 s−1 from Fig. 5,
overlaid with the observed regimes from numerical simulations.
Each point marked in the figure corresponds to the parameter val-
ues for a simulation, which was then categorised into one of four
regimes. The points corresponding to the moisture distributions
shown in Fig. 6 are labelled A, B and C.

4.3.2 ε > 0 (advective nonlinearity included)

The effects of advective nonlinearity in the presence of non-
zero f , α and λ are illustrated in Fig. 9. Note that each
of these cases has (λ,α) corresponding to Regime I. We
have previously noted that the effect of advective nonlinear-
ity is in the two-dimensional case to give moist regions that
are more filamentary than quasi-circular. (For example, re-
call the steady-state moisture distributions, where aggrega-
tion has proceeded to the domain scale, for α = λ= f = 0
shown in Fig. 4.) The effect of non-zero α, λ and f is both
to limit any aggregation to a finite scale and to determine the
flow pattern resulting from the moisture distribution. When
f 6= 0 this flow has a substantial rotational component, and
the advective effect of this on the filamentary moisture struc-
tures is apparent in Fig. 9a and b. The example with f = 0,
shown in Fig. 9c, where the advecting flow is irrotational,
is distinctly different, with any curvature of the filamentary
structures being weaker and resulting from deformation by a
spatially structured irrotational flow. As has been noted pre-
viously, advective narrowing of moist regions means that the
maximum magnitude q is affected by diffusion and not sim-
ply equal to the predicted value q+.
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Figure 8. A measure of autocorrelation length scale plotted against
time for various parameter values, within case I. Curves (a) and
(b) have α = λ= f = 0. Curve (a) has κ = 105 m2 s−1, and (b) has
κ = 4× 105 m2 s−1. Curve (c) has f = 10−5 s−1, α = λ= 4×
10−6 s−1 and κ = 105 m2 s−1. Curves (d) and (e) show the effect
of reducing α and λ respectively by a factor of 4. Curves (f) and (g)
have the same parameters as (c) and (d) respectively but with f = 0.
The length scale varies consistently with the value of Ldyn.

5 Equatorial β plane

In this section we consider the model on the equatorial β
plane, i.e. with f = βy. It has been shown that on the f plane
aggregation tends to be inhibited by rotation in two ways:
(i) the upper limit of the scale for the underlying instability of
the system is a decreasing function of f , and the lower limit
is an increasing function of κ; therefore when κ is non-zero,
the instability disappears altogether for f > fstab = βystab,
with the latter equality defining ystab. (ii) The upper limit on
the aggregation scale is a decreasing function of f . This sug-
gests the possibility on the β plane of disturbances largely
confined to some equatorial band with |y|< ystab. Such dis-
turbances do indeed form, and we proceed to describe their
behaviour.

The regime diagram shown in Fig. 5 in Sect. 4.1 provides
some insight into how the dynamics might vary with lati-
tude. At the Equator, with f = 0, either Regime I or Regime
III must apply, with Regime III implying that the RCE state
is stable. For large f Regime III applies. Whether or not
the transition from Regime I to Regime III passes through
Regime II will be determined by the values of α and λ. Gen-
erally speaking this will occur when α/λ is relatively small.
If Regime II is encountered then this is likely to manifest
as more complicated behaviour (recall Fig. 6) as ystab is ap-
proached. However we see later in this section that there are
effects on the β plane that are not captured by the f -plane
behaviour as described in Sect. 4.

It has been noted in the previous section that, on the f
plane, whilst there was sometimes evidence of a selection
of a preferred direction (recall Fig. 6c), this selection is
purely random. On the β plane, however, there is a gen-
uine east–west asymmetry, e.g. as manifested in the well-
known Matsuno–Gill steady response to localised heating,
which has been generalised by Wu et al. (2001) to the case
where α and λ are not equal. It is of particular interest to
determine whether this leads to zonal propagation of moist
and dry regions and how such propagation varies with model
parameters.

We begin this section by discussing an adjustment to the
previous constant-f dynamical arguments and its impact on
the local distribution of aggregated regions. We then describe
the effects of the larger-scale equatorial circulation. Follow-
ing this, we discuss the behaviour of a series of numerical
experiments, in both the ε = 0 and the ε > 0 cases.

5.1 Implications of equatorial β-plane dynamics

Much of the scale analysis of the f -plane equations pre-
sented in Sect. 4.2 was based on a quasi-steady balance in the
dynamical equations, which led to the relation (Eq. 26) be-
tween δ and h and hence an estimate Ldyn = c(α/λ)

1/2(α2
+

f 2)−1/2 for the scale on which WTG breaks down, serving as
an effective upper limit on the scale of aggregation. The same
approach of assuming a quasi-steady balance in the dynami-
cal equations is now applied to the β plane. The scale Ldyn as
defined previously is still useful but will now vary with lati-
tude. It is convenient to use the notation Ldyn,f to represent
the value of Ldyn for a particular value of f . At this stage
it is also useful to note that the system being considered has
no imposed inhomogeneity in x, i.e. in longitude, and there
is therefore no systematic change in the character of the dis-
turbances in x; i.e. there is representation of a “warm-pool”
range of longitudes in which moisture has a stronger role in
the dynamics than elsewhere. Correspondingly, any below-
mentioned reference to integration over the domain refers to
the entire domain and is not restricted to a particular range of
x values.

The balance in Eq. (26) must be modified on the β plane
because ∂f/∂y is non-zero and becomes

δ =−
gα

α2+ f 2∇
2h+

gβ

f 2+α2 n̂ · ∇h, (33)

where β = ∂f/∂y and n̂= (α2
− f 2,2f α)/(f 2

+α2) is a
unit vector. Substituting Eq. (33) into the thickness equation
(Eq. 2) gives the steady response to a heating as

λh+Hδ = λh−
gHα

α2+ f 2∇
2h+

gHβ

f 2+α2 n̂ · ∇h= Fh(q). (34)

One important difference from the corresponding equations
for the f plane is that there is now a preferred direction in the
relation between δ and h, allowing a systematic anisotropy. A
second difference is that the coefficients in the equations are
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Figure 9. The perturbation moisture distribution, q/Q, after 400 d for a selection of two-dimensional nonlinear simulations. Panel (a) has
f = α = λ= 10−6 s−1, (b) has f = α = λ= 10−5 s−1 and (c) has α = λ= 10−5 s−1 but f = 0.

now functions of y. A local analysis, treating f as constant,
may therefore not always be valid. The expressions above
suggest a change in the character of the system when the
length scale is larger than α/β. Below this scale, the first,
isotropic term in Eq. (33) is dominant, and, furthermore, the
coefficient appearing in this term does not vary significantly
on this scale, so a local description will be valid. For length
scales larger than α/β, however, the second term is domi-
nant, suggesting significant anisotropy in the dynamics. The
coefficients and the vector n̂ will also vary significantly with
f , so significant latitudinal variation is expected, and, more
fundamentally, a local description may not be valid.

Along with the above it must be taken into account that ag-
gregation is initiated by instability of the RCE state and that
this instability is confined to |y|< ystab. Additionally, whilst
it is expected that moisture anomalies are largely confined
within this region, note that Eq. (34) implies that dynami-
cal effects extend outside, on a length scale of Ldyn,f=βystab .
When M is large and negative, Eq. (32) suggests this scale
is
√
κ/µ: a diffusive response extending outside of the un-

stable equatorial region. When M is closer to zero, however,
this length scale may be significantly larger.

The f -plane analysis predicts Ldyn as an upper limit on
the scale for aggregation. This suggests Ldyn,f=0 = c/

√
λα

as the corresponding scale at the Equator on the β plane.
Therefore, on the basis of the arguments above, aggrega-
tion at the Equator may be isotropic if Ldyn,f=0 < α/β

and ystab > Ldyn,f=0. If the second condition is not sat-
isfied then the geometry will not allow isotropy. Further-
more, since Ldyn,f=βy is a decreasing function of y, isotropy
will extend to y = ystab, but the characteristic length scales
will decrease as |y| increases. In other words, we expect
the aggregation to be qualitatively similar to the f -plane
case, except that it will be confined to a region slightly
larger than |y|< ystab, and the characteristic length scale
will vary with y. If Ldyn,f=0 < α/β and ystab < Ldyn,f=0,
on the other hand, then the aggregated structures in mois-
ture will be largely confined to |y|< ystab and therefore ex-
tended in x relative to their scale in y. However the dynam-
ical signatures will extend to |y| = Ldyn,f=0. This suggests

two distinct regimes of behaviour in a parameter space de-
fined by ystabβ/α and Ldyn,f=0β/α = cβα

−3/2λ−1/2. We la-
bel these Regime A (Ldyn,f=0 < α/β, Ldyn,f=0 < ystab) and
Regime E (Ldyn,f=0 < α/β, ystab < Ldyn,f=0). These two
regimes are shown in the (Ldyn,f=0,ystab) plane in Fig. 10.
We add further regimes to this diagram and discuss them in
more detail below.

We now consider the case where Ldyn,f=0 > α/β. The
non-isotropic terms in Eqs. (33) and (34) must be taken
into account. Furthermore, close to the Equator, a local
analysis is no longer adequate. A natural y scale close to
y = 0, obtained by requiring a balance between the first
and second terms in the middle expression in Eq. (34), is
Leq = (c/β)

1/2(α/λ)1/4, as obtained by Wu et al. (2001) in
their generalisation of the Matsuno–Gill problem. The corre-
sponding x scale, however, agrees with the length scale from
the local analysis at the Equator, Ldyn,f=0. Note that Leq =√
Ldyn,f=0α/β and that Leq therefore always lies between

α/β and Ldyn, i.e. when Ldyn,f=0 > α/β, α/β < Leq <

Ldyn,f=0. The structure of Eq. (34) implies that a moisture
anomaly localised within region |y|< Leq will force dynam-
ical anomalies that extend across the region |y| ∼ Leq. This
implies a distinct Regime D ( α/β < Ldyn,f=0, ystab < Leq)
similar to Regime E, with latitudinally confined moisture
anomalies driving broader dynamical anomalies.

Now consider (Ldyn,f=0 > α/β, ystab > Leq). In this case,
since ystab > Leq, the unstable region is large enough to al-
low multiple aggregated structures in the y direction. Since
we have Ldyn,f=0 > α/β, there is anisotropy at the Equator,
but since Ldyn is a decreasing function of f , the anisotropic
region is expected to extend only to y such that Ldyn,f=βy =

α/β; hence

y = yiso = Ldyn,f=0

(
1−

α2

β2L2
dyn,f=0

) 1
2

, (35)

which defines yiso. For |y|> yiso we expect isotropic ag-
gregation. This implies two further regimes, Regime B
(Ldyn,f=0 > α/β, ystab >max{Leq,yiso}), in which there is
anisotropic aggregation in |y|<max{Leq,yiso} and isotropic
aggregation in max{Leq,yiso}< |y|< ystab, and Regime C

https://doi.org/10.5194/wcd-5-1153-2024 Weather Clim. Dynam., 5, 1153–1185, 2024



1170 M. Davison and P. Haynes: A simple model linking radiative–convective instability

Figure 10. A schematic plot of the expected regimes of behaviour of
our model on the equatorial β plane, shown against varying the lat-
itudinal scale of the equatorial wave response Ldyn|f=0 = c/

√
αλ

and the latitudinal limit of bistability ystab, both in units of α/β.
The solid lines denote regime boundaries, and the remainder of each
curve is dotted. The equations defining each of the regime bound-
aries are given in the legend. These are discussed in further detail in
the main text. A brief summary of the characteristics of each regime
is as follows. Regime A – the local f -plane analysis is valid, and
isotropic aggregated regions extend to ystab. Regime B – aggregated
regions are on the Equator with y scale Leq, and a transition to
isotropic aggregated regions occurs at larger |y|. Regime C – aggre-
gated regions are on the Equator with y scale Leq, and anisotropic
aggregated regions are at larger |y|. Regime D – aggregated regions
are centred on the Equator with y scale Leq. Regime E – aggregated
regions are centred on the Equator with y scale ystab. In Regimes A,
B and C there are multiple aggregated regions in latitude. Regions
at different latitudes propagate in the x direction at different veloc-
ities. In Regimes D and E all aggregated regions are centred on the
Equator, and there is coherent propagation in the x direction.

( Ldyn,f=0 > α/β, Leq < ystab < yiso), in which there is
anisotropic aggregation across the entire region |y|< ystab.

Figure 10 shows all five of the regimes. It should addition-
ally be noted that if ystab is very small compared to dynami-
cal length scales then instability may be inhibited. This might
justify defining a further distinct regime, but since the prior-
ity has been to interpret behaviour seen in cases where there
is instability, the criteria for such a regime have not been in-
vestigated in detail.

Having identified the different dynamical regimes that
characterise the system on the β plane, we now consider the
implications for spatial propagation of the aggregated moist
and dry regions. It is useful to consider the moisture evolu-
tion equation. Using Eq. (25) to substitute for ∇ ·u, Eq. (4)

becomes

qt + ε∇ · (u[q]q)− κ∇
2q

= Fq(q)−
Q

H
(Fh(q)−Fh(q))+

λQ

H
(h−h). (36)

This differs from the WTG form, Eq. (7), by the final term
on the right-hand side, which is non-zero unless h is spa-
tially uniform. Note that the contributions to qt that arise un-
der WTG are not expected to lead to systematic propagation
since the relation between these terms and q is isotropic.

The extra term (λQ/H)(h−h) can potentially cause sys-
tematic propagation if its relation to q, as expressed by
Eq. (34), is anisotropic. As has been noted previously, this
relation is isotropic on the f plane, implying no propaga-
tion in that case. Under circumstances where a local analysis
of Eq. (34) is appropriate, it is useful to exploit the analogy
between Eq. (34) and a damped advection–diffusion equa-
tion with a source term Fh(q). The advecting velocity is
gHβ/(f 2

+α2)n̂. For a positive q anomaly, given that Fh(q)
is negative, h will therefore be negative in the n̂ direction,
and hence, according to Eq. (36), qt will be negative in the
n̂ direction and positive in the −n̂ direction, implying prop-
agation of the q anomaly in the −n̂ direction. This direction
is westward if f < α and eastward if f > α.

Local analysis of Eq. (34) applies for all y in Regimes
A and E. These have been identified previously as isotropic
at leading order, but there is weak anisotropy, and this will
lead to westward propagation of aggregated moist regions
close to the Equator. It follows that a sufficient condition for
westward propagation at the Equator is Ldyn,f=0 < α/β. In
case A, the instability and hence aggregation may extend to
y such that |f |> α, i.e. |y|> α/β, and there propagation
will be eastward. The same analysis is relevant to regions
such that |y|> yiso in Regime B. Since this corresponds to
|f |> α, the propagation in these regions will be eastward.

Since the equatorial region |y|< Leq in Regimes A, B and
C is broader than α/β, and the direction of the vector n̂ will
change direction when varied across this region, the implica-
tion of the local analysis is that there will be a relative west-
ward shift of the moisture anomalies near the Equator and
a relative eastward shift elsewhere, generating a “<” shape.
The overall propagation speed is likely to depend on the lati-
tudinal extent of the equatorial moist region, i.e. on the ratio
Leqβ/α. A wider region with a larger value of this ratio will
have a larger proportion in which −n̂ is directed towards the
eastward region shift and is hence likely to have greater east-
ward propagation.

The dependence of propagation speed on latitude suggests
that when there are multiple aggregated structures in latitude,
i.e. in Regimes A, B and C, there will not be a single propa-
gation speed. If there is a dominant speed for structures at the
Equator, then that will be different from and more westward
than speeds for structures at higher latitudes.

An alternative way to understand the behaviour near the
Equator in Regimes B, C and D is through decomposition
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into equatorial waves, following Wu et al. (2001). This of-
fers a different approach to describing solutions of Eq. (34),
for h given Fh(q), which does not require regarding the coef-
ficients as locally constant. For reference, the method of cal-
culation is set out in Appendix C. In this case the correction
(λQ/H)(h−h) appearing in Eq. (36) to the WTG conver-
gence associated with a moisture-driven equatorial heating
anomaly will be divergent responses to the east from Kelvin
waves, acting to shift the moisture anomaly to the west, and
to the west from Rossby waves, acting to shift the moisture
anomaly to the east. There will also be a similar response,
with convergence rather than divergence, associated with the
negative moisture (i.e. dry) anomaly. It is the combination
of these two wave responses that determines the net prop-
agation of moist regions (and dry regions) in this system,
with a stronger Rossby wave response implying eastward
propagation. The fact that the Kelvin wave response decays
away from the Equator on a scale Leq, whereas the Rossby
wave response can be excited at any latitudinal scale suggests
that the Kelvin wave response will be relatively weaker, and
therefore there will be eastward propagation if moist regions
are significantly wider than Leq (though it should be noted
that it has previously been argued that Leq is the natural lati-
tudinal scale of aggregated moisture anomalies).

The arguments presented above can be used to formulate a
quantification of contributions of different processes to zonal
propagation that can be applied to the simulations discussed
in the following section. This quantification is useful where
the disturbances can be considered to be coherently propagat-
ing at a speedU , which is possible when the latitudinal struc-
ture of the disturbances is dominated by a single moisture
anomaly centred on the Equator, corresponding to Regimes
D and E. In a reference frame moving at constant speed U
in the zonal direction, the moisture distribution will then be
steady, and the moisture equation (Eq. 4) can be rewritten as

−Uqx =−Q∇ ·u− ε∇ · (qu)+Fq + κ∇
2q. (37)

Multiplying by qx and integrating over the domain imply that
the propagation speed U is given by

U =−

∫∫ (
−Q∇ ·u− ε∇ · (qu)+Fq + κ∇

2q
)

qx dA
/∫∫

q2
x dA. (38)

This may be interpreted as an expression of the propaga-
tion speed as a sum of contributions from different individual
terms in the moisture equation. We can exploit this, decom-
posing the divergence into a weak temperature gradient part,
DWTG, defined from Eq. (6), and its departure from WTG,
D′.

U=−
∫∫ (

−QD′− ε∇ · (qu)−Q/H(Fh−F h)+Fq + κ∇
2q
)

qx dA
/∫∫

q2
x dA (39)

Since Fq and Fh are functions of q only and F h is con-
stant, the corresponding terms in the integral are total deriva-
tives and so vanish when integrated over a periodic domain.
We can also write the diffusive term as qx∇2q = ( 1

2 [q
2
x −

q2
y ])x + (qxqy)y . The diffusive term therefore also does not

contribute to the integral. The coherent propagation of moist
regions can therefore be decomposed into parts due to the
departure of the divergence from WTG and nonlinear advec-
tion:

U =−

∫∫ (
−QD′− ε∇ · (qu)

)
qx dA

/∫∫
q2
x dA. (40)

Other terms in the moisture equation do not contribute. Note
however that this does not mean that the propagation speed
is independent of the value of κ , for example. Diffusivity
still plays a role in setting the width of the unstable region
|y|< ystab and the shape of individual moist regions. The
term including −QD′ can be further decomposed into sepa-
rate contributions −QD′Rossby and −QD′Kelvin from Rossby
and Kelvin wave parts respectively of the dynamical response
to the heating implied by the moisture field. The method for
calculating the Rossby and Kelvin wave responses is set out
in Appendix D.

5.2 Numerical simulations

As with the f -plane case discussed earlier, much of the un-
derstanding of the behaviour on an equatorial β plane can be
gleaned from numerical simulations. Numerical details are
given in Appendix A, and details of the parameter values for
simulations for which results are displayed are included in
Table 1.

A particular focus in the analysis of the simulations is on
the zonal propagation of disturbances. For each simulation a
zonal phase speed U is estimated by identifying the domi-
nant zonal wavenumber in the moisture field at the Equator
and then tracking its time evolution. The estimated values
U are noted in the figures showing results from the simu-
lations. In some cases, where the latitudinal structure of the
disturbances is dominated by a single moisture anomaly cen-
tred on the Equator, the disturbances can be considered to
be uniformly propagating. When the latitudinal structure is
more complicated, with multiple moist regions at different
latitudes, the assumption of uniform propagation is not appli-
cable, since different moist regions may propagate at differ-
ent speeds. The estimated phase speed U then corresponds to
the phase speed of moisture features along the Equator. Fea-
tures further from the Equator tend to propagate eastward rel-
ative to those at the Equator. The expression, Eq. (40), which
potentially diagnoses the mechanisms for propagation, is un-
likely to be useful in cases with multiple phase speeds.

5.2.1 ε = 0

We again start with the case where nonlinear advection is
excluded. The results of a set of simulations for various dif-
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fusivities and damping rates such that Leq < ystab are shown
in Fig. 11. In all panels the black horizontal lines denoting
y = ystab, calculated on the basis of the f -plane linear insta-
bility analysis, mark the boundary between the low-latitude
region of instability of the RCE state and the higher-latitude
region where RCE is stable. The early time evolution and up-
scale growth are similar to the constant-f cases, controlled
by the value of κ (recall Fig. 8). The aggregation ceases at
a scale determined by the dynamics, as discussed previously
for the f plane in Sect. 4.2 and developed further for the
β plane in Sect. 5.1. At the Equator, where f = 0, we ex-
pect the scale of aggregated regions to follow c/

√
αλ, up to

quantisation by the domain size. This is consistent with the
structure seen in Fig. 11a–c, where the predicted scale de-
creases by a factor of

√
3 between each panel and the zonal

scale decreases accordingly. Also, as expected, the scale of
aggregated regions decreases away from the Equator as f in-
creases. This is especially clear in panel (c) and also visible
in panels (a) and (b). As in the f -plane cases, the timescale
for upscale growth becomes very slow at large scales. The
plots are all shown after 400 d of simulation, even though
there may still be continuing systematic growth of the spatial
structure at that time.

In Fig. 11a, b, d, e and f, the spatial scale of moist regions
at the Equator is sufficiently large, with Ldyn,f=0 > α/β, so
that the anisotropic term becomes dominant in Eq. (33). Ac-
cording to the classification defined in Fig. 10, panels (a)
and (b) reside in Regime B. Consistent with this, a region
of non-isotropic aggregation forms near the Equator and
extends over part of the unstable region, corresponding to
|y|< yiso, though in panel (b) the anisotropic effect is weak.
The anisotropic equatorial moist regions are locally shifted
in the local direction of −n̂, in contrast to the quasi-circular
structures seen at larger |y| where isotropy applies. The in-
crease in damping rates from panel (b) to panel (c), so that (c)
lies in Regime A, decreases the scale of equatorial moist re-
gions sufficiently so that the aggregation is isotropic across
the entire unstable region.

Panels (d), (e) and (f) reside in Regime C, and the exten-
sion of the anisotropic region up to |y| = ystab is consistent
with this. Panel (f) is an example of the system with increased
diffusivity, and all other parameters are the same as those in
panel (a). The main differences in (f) relative to (a) are the
decrease in ystab and the slight increase in scale due to the in-
creased width of the diffusive boundaries between the moist
and dry states. Panel (f) shows, in some sense, marginal be-
haviour between Regimes C and D. Whilst the aggregated
regions near the Equator are confined to |y|< ystab, they
are sufficiently wide so that no further disturbances form at
larger y. The aggregation takes the form of a series of uni-
formly propagating regions, qualitatively similar to Regime
D.

Evidence of the f -plane regimes can also be seen in the
change in structure with latitude. Panels (a)–(c) and (f) all
have a direct transition from Regime I to III at y = ystab,

and accordingly aggregated regions remain circular up to this
boundary. However, panels (d) and (e) have an intermedi-
ate range of y for which the local f -plane behaviour is in
Regime II. The moist and dry regions near the boundaries in
these cases are no longer circular and are far more transient,
similar in character to the structure seen in Fig. 6c.

A case with Leq > ystab is shown in Fig. 12. This has pa-
rameters chosen to lie in Regime D. The value ofQ has been
decreased relative to previous cases shown, to 10.5 m, and
this has reduced the magnitude of the negative gross moist
stability at RCE, hence reducing ystab to be less than Leq.
The unstable region is then sufficiently narrow so that the
equatorial wave response to the moist heating anomalies aris-
ing from the instability spreads into y > ystab. The associ-
ated convergence drives moisture anomalies, and eventually
a self-consistent balance between the dynamical and mois-
ture fields is reached, with similar length scales for each, with
the zonal scale given by c/

√
αλ and the latitudinal scale by

Leq.
In contrast to the more complicated cases shown in

Fig. 11a–e, the structures shown in Figs. 11f and 12 can be
regarded as uniformly propagating, and the decomposition
expressed by Eq. (40) can be usefully applied. Given that
ε = 0, it is exclusively the Q∇ ·u term that is of interest,
and, as noted previously and using a method set out in Ap-
pendix D, this can be divided into the non-local quasi-steady
Rossby and Kelvin wave responses to the heating Fh(q). The
separate Rossby and Kelvin wave contributions to the propa-
gation speed of equatorial moist regions for these two cases,
calculated on the basis of Eq. (40) with the convergence term
split into the two contributions, are shown in Fig. 13. Pan-
els (a)–(b) are the cases originally shown in Fig. 11f, and
panels (c)–(d) are the cases in Fig. 12.

As expected, the propagation direction does indeed depend
on the relative strengths of the Kelvin wave response, which
gives divergence to the east of the moisture anomaly and
hence the heating anomaly, and the Rossby wave response,
which gives divergence to the west, with, in both cases, cor-
responding convergence associated with the dry anomaly.
Note that the patterns shown in Fig. 13 are made up of both
the divergence associated with the moisture anomaly and the
convergence associated with the dry anomaly. Panels (a)–(b)
have a stronger equatorial Kelvin wave response, and hence
the moist and dry regions travel westward, whereas in pan-
els (c)–(d) the Rossby wave response is stronger, and east-
ward propagation is observed. In both cases the contribu-
tions from each of the wave types are of a similar magnitude,
and there is significant cancellation. This has two implica-
tions: the propagation speeds will tend to be smaller than ex-
pected from a dynamical scaling argument, and the propaga-
tion speed and direction are sensitive to the latitudinal struc-
ture of the moisture, since the details of that structure deter-
mine the relative strength of the Kelvin and Rossby wave re-
sponses. Note that the mechanism described above that asso-
ciates the Rossby wave response with eastward propagation
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Figure 11. A selection of perturbation moisture distributions q/Q from various β-plane simulations, annotated with the propagation speed
U at the Equator estimated from the simulation (see text for details). All cases are shown 400 d after initialisation from a state with a small-
amplitude random q field. Panel (a) has damping rates α = λ= 10−5 s−1. Panel (b) is as (a) but with λ increased by a factor of 3, which
results in α = 10−5 s−1 and λ= 3× 10−5 s−1. Panel (c) then has α increased by a factor of 3 as well, to α = λ= 3× 10−5 s−1. Panel (d)
is as (a) but with α reduced by a factor of 10 for α = 10−6s−1, and λ= 10−5s−1. Panel (e) then has λ= 3× 10−6 s−1 and α = 10−6 s−1.
Panel (f) is as (a) but with the diffusivity κ increased by a factor of 4 to κ = 4× 105 m2 s−1. The black horizontal lines denote y = ystab.

Figure 12. The thickness h (a) and perturbation moisture q/Q (b) fields for a simulation of the system on an equatorial β plane, 400 d after
initialisation from a state with a small-amplitude random q field, with α = λ= 10−6 s−1. The unstable region has been narrowed relative to
the cases shown in Fig. 11 by decreasing the magnitude of the negative GMS at RCE. For this, we have set Q= 10.5m. The horizontal lines
show y = ystab. This disturbance propagates to the east at a speed of 0.15ms−1.

is very different to mechanisms that are relevant to a simi-
lar association in other recent papers. The papers by Yano
and Tribbia (2017) and Rostami and Zeitlin (2019) describe
a strongly nonlinear Rossby wave that propagates eastward
as a vortex pair, relying on nonlinearity in the vorticity and
hence the momentum equations, which is absent in our model
equations. The paper by Hayashi and Itoh (2017) describes a
kind of diabatic Rossby wave, in which the vorticity field or-
ganises convective heating such that the resulting vorticity

forcing implies propagation to the east. This mechanism is
allowed in principle by our equations but is not consistent
with the fact that the evolution as simulated can be explained
by a quasi-steady dynamical balance.

The arguments in Sect. 5.1 suggest that the parameter
cβ/α3/2λ1/2 is important, with eastward propagation pre-
ferred when this is large. This is broadly consistent with
the numerical simulations shown in Figs. 11 and 12, though
this parameter certainly does not explain the propagation
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Figure 13. The spatial structure (contours) of the Rossby (a, c) and Kelvin (b, d) wave responses to the moisture distribution (shading) of
a uniformly propagating structure in two β-plane simulations. The contribution of each wave, estimated according to the method given in
Appendix D, to the propagation speed is labelled. Panels (a)–(b) correspond to the state of the simulation in Fig. 11f, and panels (c)–(d)
correspond to that shown in Fig. 12. Note that the colour bar in each panel has a different scale.

speed. For example, the system also shows a weak, com-
plicated dependence of propagation speed and direction on
diffusivity, with increasing κ both widening the boundaries
between moist and dry regions and reducing ystab. Regions
which propagate to the east, seen in Fig. 11d and e, tend to
have a spatial structure shaped like <. This structure, also
noted in Sugiyama (2009b), may be explained by the same
asymmetry of the Kelvin and Rossby responses that deter-
mine the direction of propagation. The Kelvin wave diver-
gence to the east is necessarily localised near the Equator;
however the Rossby wave response can be at any latitudinal
scale. Hence, to the east of the moist region there is reduced
moisture convergence near the Equator compared to further
from the Equator; however to the west of the moist region
there is reduced moisture convergence at all latitudes. There
is therefore a tendency for off-equatorial (y > Leq) regions
of moisture to shift to the east. For a large moist region at
the Equator extending into this region, an eastward tilt will
be generated away from the Equator.

5.2.2 ε > 0

A set of examples with ε = 1 is shown in Fig. 14. The change
in spatial structure of the moisture field from ε = 0 to ε =
1 is largely similar to that seen previously in the constant-
f case (Fig. 6 versus Fig. 9). The associated convergence
causes moist regions to narrow, and rotational flows at larger
f lead to spirals in the moisture distribution.

Of the cases shown, (a), in Regime C, and (d), in Regime
D, may be regarded as leading to a coherent steadily propa-
gating disturbance (although the off-equatorial round regions
in (a) are still unsteady). Panel (b) corresponds to Regime B
and is closer to local quasi-isotropic aggregation, with fea-
tures at different latitudes propagating at different speeds.
This is highly unsteady, though the narrow propagation of
the nonlinear advective convergence close to the Equator is
preferentially in the zonal direction. Panel (c) resides near
the boundary of Regimes B and C. The evolution is still very
unsteady, with more evidence of rotational advection, partic-
ularly away from the Equator where f is non-zero.

For the steadily propagating cases, the same technique as
before, based on Eq. (40), can be used to decompose the dif-

Weather Clim. Dynam., 5, 1153–1185, 2024 https://doi.org/10.5194/wcd-5-1153-2024



M. Davison and P. Haynes: A simple model linking radiative–convective instability 1175

Figure 14. Snapshots of the normalised perturbation moisture distribution q/Q after 400 d of simulations with nonlinear dynamics (ε = 1)
on an equatorial β plane, with (a) κ = 4× 105 m2 s−1 and α = λ= 10−5 s−1, the same as Fig. 11f. Panel (b) has κ = 105 m2 s−1 and
α = λ= 10−5 s−1, the same as Fig. 11a, and panel (c) has κ = 105 m2 s−1, α = 3×10−6 s−1 and λ= 3×10−5 s−1 and does not correspond
directly to a previous figure. Panel (d) illustrates the case with Leq > ystab and has the same parameters as Fig. 12. These reside in Regime C,
Regime B, near the border of Regimes B and C, and Regime D respectively.

ferent contributions to propagation as shown in Fig. 15. The
nonlinear moisture advection term ε∇ · (qu) is now present.
It is helpful to separate the contribution from any zonal
mean zonal flow. This is present because the segregation–
aggregation process, with the form chosen for Fh(q) and
Fq(q), tends to lead to a systematic zonal mean latitudinal
structure in q, with greater q at low latitudes. This leads to
a corresponding structure in h and hence in u. This zonal
mean structure is present when ε = 0 but then does not have
any advective effect on q. The zonal mean u usually takes the
form of two off-equatorial jets, centred where the latitudinal
gradient in h is the largest. This zonal flow can potentially
have a strong effect on propagation, but in the simulations
shown here, the generation of a strong zonal flow is avoided
by choosing λ to be sufficiently large so that variations in
h are small. In practice, this means λ=O(10−5s−1), well
within the range discussed in the uniform rotation case.

For reference, the zonal mean u for the simulation in
Fig. 15 is shown in Fig. 16. In this simulation the global mean
u is 0.030ms−1. The damping still allows a non-zero zonal
mean u; however this is significantly reduced. The domain
mean u is constrained to be near zero to ensure that there is
no advection by a uniform background flow.

Returning to the decomposition into different contribu-
tions to propagation shown in Fig. 15, it may be seen that
the linear divergence term (which has not been separated into
Rossby and Kelvin contributions in this case, but the fact that
the corresponding 1U is positive implies that the Rossby
contribution dominates), the term associated with advection
by the zonal mean flow and the remaining nonlinear advec-
tion term are all comparable in magnitude.

6 Conclusions

In this study we have presented a single-layer model for
convective aggregation and its connection to large-scale dy-
namics. The linearised shallow-water equations, governing
the dynamics, are augmented with a moisture equation. The
moisture field affects the dynamics via a heating term, i.e.
a forcing term in the thickness equation, and the dynam-
ics affects the moisture through convergence alone (ε = 0)
or with the additional effect of horizontal advection (ε > 0).
The forms of the moisture-dependent precipitation term and
the moisture-dependent heating term are such that under
the WTG approximation, the spatially homogeneous state,
in which both precipitation and heating are zero (the RCE
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Figure 15. The spatial structure (contours) of the (a) linear wave, (b) advection by the zonal mean flow u and (c) nonlinear advection by the
wave component contributions of the dynamical response to a moisture distribution (shading) of a propagating structure in a simulation on
the β plane with nonlinear advection. This is the same case as shown in Fig. 14a. The contribution of each term to the propagation speed is
labelled and has been calculated using Eq. (38).

Figure 16. The zonal mean velocity (a) and height (b) fields for the state of the nonlinear β-plane simulation shown in Fig. 15.

state), is unstable, and the system is bistable with moist
and dry stable states (interpreted as convecting and non-
convecting respectively). In this regime and with ε = 0 the
behaviour is described by a nonlinear reaction–diffusion
equation for q, which is very similar to that presented by
Craig and Mack (2013) and Windmiller and Craig (2019)
(CMWC). As discussed by CMWC, the system exhibits a
well-known spatial coarsening that may be interpreted as a
representation of convective aggregation.

The difference between our model system and that in the
CMWC case is that in the latter the form of the reaction
term is determined solely through the dependence of precip-
itation on q. In our case it is determined in addition by the
q-dependent heating, which couples to the moisture equa-
tion through the dynamics. This allows us to include more
general dynamical effects beyond the WTG approximation,
including the impact of thermal and frictional damping, non-
linear advection, and rotation, including the extension to the
equatorial β plane. Under WTG dynamics with ε = 0, the
system, similar to the one studied by CMWC, coarsens to

the largest available scale. This remains the case when non-
linear advection (ε > 0) is included; however the coarsening
process is modified, and the end state is different. Thermal
and frictional damping and f -plane rotation in combination
set a dynamical scale Ldyn, which is an upper limit on the va-
lidity of WTG. The result is that coarsening proceeds only to
this scale and then ceases. Depending on the relative values
of thermal and mechanical damping and rotation, the final
state may essentially be steady, or it may be unsteady, with,
in some cases, a symmetry breaking leading to loss of spa-
tial isotropy and to propagating structures. The nature of the
linearly unstable modes provides some guidance on the type
of the final state that is observed. If f is large enough, with
the critical value fstab depending on moisture diffusivity κ as
well as other parameters defining the system, then the RCE
state is stable.

Many aspects of the behaviour of a β plane may be
interpreted in terms of the previously discussed f -plane
behaviour. A latitude ystab may be defined by fstab =

βystab. Disturbances resulting from the instability of the
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RCE state are largely confined within the latitudinal band
(−ystab,ystab), with some penetration outside of this band as
a result of the non-locality of the dynamics, typically with
a scale of Leq or the local value of Ldyn, whichever is the
largest. When thermal and mechanical damping is strong
enough, specifically when cβα−3/2λ−1/2 < 1, the evolution
of the system is similar to that observed on the f plane,
with spatial modulation corresponding to the spatial varia-
tion in the value of f . The weak anisotropy introduced by
the β effect leads to zonal propagation. The propagation is
incoherent, with structures at different latitudes propagat-
ing at different speeds; however those on the Equator propa-
gate to the west. When cβα−3/2λ−1/2 > 1, the structures that
form in the q field are more strongly anisotropic and coher-
ently propagating, and it is helpful to formulate a description
of the dynamics in terms of equatorial Kelvin and Rossby
waves. If the former dominates the dynamical response to
the q anomalies, there is propagation to the west; if the latter
dominates, there is propagation to the east. Nonlinear mois-
ture advection enhances eastward propagation, but the en-
hancement is not large. Whilst the model equations allow for
time-dependent dynamics, the propagating disturbances that
are seen in simulations can essentially be explained by con-
sidering the quasi-steady velocity fields forced by moisture-
determined heating and consequently the effect of those ve-
locity fields through convergence/divergence and nonlinear
advection on the moisture field, indicating that these distur-
bances are moisture modes.

The β-plane results that we present, particularly for the
cβα−3/2λ−1/2 > 1 regime, have significant common ground
with those presented by Sugiyama (2009b). The behaviour
observed in both studies is similar, with small-wavenumber
and slowly propagating moist regions forming at the Equa-
tor. Indeed, as noted previously, one might argue that we are
re-examining aspects of the models developed by Sugiyama
(2009a, b). These models include WISHE, which we do not,
and have a physically derived formulation of the forcing
terms Fq and Fh, which in some circumstances leads to bista-
bility (Sugiyama, 2009a). We, on the other hand, emphasise
the general implications of the bistability of the system, moti-
vated by various lines of investigation, such as single-column
radiative–convective calculations in WTG models (e.g. So-
bel et al., 2007; Emanuel et al., 2014), and then choose
very simple ad hoc forms of Fq(q) and Fh(q) to provide
such bistability. We also deliberately trace the behaviour of
the system through a sequence starting with WTG dynam-
ics, and hence the reaction–diffusion behaviour discussed by
CMWC, and finishing with the β plane with thermal and me-
chanical damping and nonlinear moisture advection that was
the focus of Sugiyama (2009b), thereby providing a new per-
spective on the latter.

One difference between the conclusions of this study and
those of Sugiyama (2009b) is that the latter suggests that dif-
fusion is an important contributor to the eastward propaga-
tion of moist regions in the nonlinear advection case. We,

however, conclude that the propagation is due to a combi-
nation of nonlinear advection and the displaced convergence
associated with the Rossby wave response. This difference in
interpretation arises in part from the diagnostic approaches
used to measure the impact of different terms of the mois-
ture tendency. We assume a uniformly propagating distur-
bance and then calculate a contribution from each moisture
tendency term to the speed of propagation using Eq. (40),
taking into account the entire spatial distribution. As noted
previously, according to this approach the net contribution of
the diffusive term to propagation is zero, whereas Sugiyama
(2009b) compares the tendencies at y = 0. Only comparing
at y = 0 will overestimate the contribution of the diffusive
tendency to the overall propagation. In an aggregated region
shaped like <, the negative curvature at the Equator to the
east increases the diffusive speed of the boundary, whereas
the opposite is true away from the Equator where the sign
of the curvature changes. The fact that according to Eq. (15)
the net contribution of diffusion to propagation is identically
zero does not, of course, rule out the possibility that the
form of the terms that do contribute to net propagation are
affected by diffusivity. Certainly, there is evidence of diffu-
sivity dependence of propagation speed in the results pre-
sented, for example in cases (a) and (f) in Fig. 11, where
increasing diffusivity increases westward propagation speed,
and cases (a) and (b) in Fig. 14, where increasing diffusivity
increases eastward propagation speed. A further difference
from Sugiyama (2009b) is that we have not assumed h de-
pendence in Fh and Fq . As has been noted previously, this
follows other moisture-mode models, including Sobel and
Maloney (2012, 2013) and Adames and Kim (2016), but a
preliminary assessment of the effect of including h depen-
dence is given in Appendix E and concludes that the forma-
tion, evolution and propagation of moist and dry regions, as
described in Sect. 5 above, remain broadly unchanged when
this is included.

Recent review articles on convective aggregation, for ex-
ample Wing et al. (2017) and Muller et al. (2022), include
the CMWC reaction–diffusion model in their discussion of
different mechanisms and models. The model we have pre-
sented above generalises CMWC by linking the moisture and
large-scale dynamical equations. In the categorisation given
by Wing et al. (2017), our model fits the category of a long-
wave radiation feedback with an additional advective pro-
cess feedback included if ε > 0. The CMWC model, on the
other hand, which relies on the form of the moisture depen-
dence of precipitation, is categorised as a moisture feedback.
Unlike the CMWC model, our model, by including dynam-
ics, provides an upper limit on the scale of the aggregation
scale, which is finite and determined by thermal and momen-
tum damping rates when f = 0 and reduces as f increases.
How this relates to evidence from GCM and CRM simula-
tions remains to be determined, although recent CRM studies
show the potential for multiple aggregated regions in larger
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domains and more complex structures with a characteristic
length scale (Yanase et al., 2022; Patrizio and Randall, 2019).

Whilst most high-resolution three-dimensional modelling
of convective aggregation has focused on the non-rotating
case, there has been some recent investigation of the f -plane
and β-plane cases (Carstens and Wing, 2022, 2023). Some
aspects of the behaviour reported in those papers are seen
in our much simpler model. On the f plane, circular moist
(i.e. convecting) regions form, and the scale of these regions
decreases as f increases, scaling as 1/f in both models at
large rotation rates. However the physics of this behaviour
is likely to be very different between the two models. In
the CRM studies of Carstens and Wing (2022), the struc-
ture for larger values of f is dominated by tropical cyclones.
These features have no clear analogue in our model, which
neglects advective nonlinearity in the momentum equation.
Carstens and Wing (2022) identify an intermediate range of
f within which convective aggregation simply does not oc-
cur. One possibility is that this corresponds to our f > fstab,
with formation of tropical cyclones being a distinct process
that occurs at a larger f value in the CRM but which is sim-
ply absent in our model. On the β plane, Carstens and Wing
(2023) identify the dominant structures that arise from con-
vective aggregation at low latitudes as convectively coupled
Kelvin waves, whereas in our model the structures are clearly
characteristic of moisture modes, with quasi-steady dynam-
ical fields. In future work it would be interesting to inves-
tigate further whether there are parameter regimes in which
our model also shows moisture-modified Kelvin waves as the
dominant low-latitude structures.

One goal of formulating and studying the model presented
in this paper was to provide a basis for understanding the
MJO. But in several respects, with the model in its cur-
rent form, this goal has not been met. One aspect of this
is the phenomenon of aggregation, which might have pro-
vided an explanation for the large longitudinal scale of the
MJO without requiring a scale-selection mechanism for an
underlying instability, such as radiative–convective instabil-
ity, which is consistent with such a large scale. However the
rate of increase in scale due to aggregation is in our model
determined by diffusivity of moisture and, with the value
assumed, κ = 105 m2 s−1, the time taken to reach scales of
thousands of kilometres is (at least) many tens of days. This
does not seem consistent with the observed MJO evolution
in which convection appears to develop over a large, perhaps
104 km region of the Indian Ocean on a timescale of a few
days. A larger value of diffusivity would reduce the time re-
quired but might be difficult to justify – e.g. see the argu-
ments in Biagioli and Tompkins (2023). It might be that ag-
gregation acts alongside large-scale-selective processes such
as the radiative destabilisation suggested by Adames and
Kim (2016).

A second aspect is the horizontal structure and propaga-
tion characteristics of disturbances predicted by the model
on an equatorial β plane. Our model in this form is similar

to that considered previously by Sugiyama (2009b), and our
conclusions are also similar. There is organisation into dis-
tinct moist and dry regions on the Equator, and these prop-
agate in the zonal direction. Similar to Sugiyama (2009b),
we emphasise that these propagating disturbances are fun-
damentally nonlinear, and their structure and propagation
characteristics are not captured by a linear stability analy-
sis. However, the direction of propagation can be westward
or eastward, and the speed of propagation is consistently
much less than 1 m s−1 when the observed MJO phase speed
is around 5 m s−1. Furthermore, even when the propagation
is eastward-propagating disturbances, the spatial structure of
eastward-propagating moist regions also necessarily forms a
< shape compared to the > structure of the observed MJO
(Adames and Wallace, 2014).

It seems likely that, for a model of this nonlinear moisture-
mode form to produce more realistic MJO-like behaviour,
further physics needs to be included (though it should not
be forgotten that MJO-like behaviour can also be pro-
duced by models with a different form). Recent simple one-
dimensional moisture-mode models for the MJO (Sobel and
Maloney, 2013; Adames and Kim, 2016), which are based
on a prescribed latitudinal structure of the flow variables,
have included extra effects, such as synoptic eddy drying,
boundary-layer convergence of moisture (Adames and Wal-
lace, 2014) and latitudinal gradients in background moisture
(Adames and Kim, 2016), and have shown that these effects
lead to enhanced eastward propagation. However the results
we have presented in Sect. 5 of this paper demonstrate that
propagation speed and direction are sensitive to latitudinal
structure, so there are disadvantages to prescribing this a pri-
ori. We currently include some of these effects in the two-
dimensional model described in this paper with the aim of
capturing the behaviour of nonlinear MJO-like disturbances
in a model where the two-dimensional structure emerges
rather than being prescribed. Such a model could also po-
tentially be used to study a broader class of moist tropical
variability (e.g. Wang and Sobel, 2022).

Appendix A: Numerical details

To solve Eqs. (1)–(3) numerically, we use standard meth-
ods for solving the shallow-water equations. The equations
are discretised on an Arakawa C grid with the grid spac-
ing chosen to be d = 4× 104 m. The system is then numer-
ically stepped forward in time using a third-order Adams–
Bashforth scheme with a time step of 112.5s.

On the f plane, we take (doubly) periodic boundaries,
whereas on the equatorial β plane, rigid north and south
boundaries are used along with periodic east and west bound-
aries. At rigid boundaries, a sponge layer is included to avoid
edge effects. This takes the form of a linear damping term in-
cluded in the velocity and thickness fields. On the periodic
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channel we use on the β plane this takes the following form:

αsponge = 1× 10−5
[

exp
(
−

70(Ly − 2y)
Ly

)
+exp

(
70(Ly + 2y)

Ly

)]
s−1. (A1)

The magnitude decays over a scale of 1/70th of the domain.
Any numerical results discussed in this paper do not depend
on the magnitude or decay scale of this damping term.

Appendix B: Details of the f -plane linear stability
problem

This appendix gives further details of the linear stabil-
ity problem considered in Sect. 4.1. Considering small-
amplitude perturbations of the form u=<{ûexp(σ t+ ikx)},
with analogous notation for other variables, the linearised
forms of Eqs. (1), (2) and (3) lead to (14), (15), (16) and
(17), with µ2 =−F

′

h(0) and µ1 =−F
′
q(0), matching the no-

tation used in Eqs. (13) and (12) respectively. These define
an eigenvalue problem for the growth rate σ , which is a root
of the quartic equation

σ 4
+ [λ+ 2α+µ1+ κk

2
]σ 3

+ [(µ1+ κk
2)(λ+ 2α)+ f 2

+ c2k2
+α2
+ 2αλ]σ 2

+ [(µ1+ κk
2)(f 2

+ c2k2
+α2
+ 2αλ)+ c2k2α

+ (f 2
+α2)λ− gµ2Qk

2
]σ

+ (µ1+ κk
2)c2k2α− gµ2Qk

2α

+ (f 2
+α2)λ(µ1+ κk

2)= 0, (B1)

with coefficients that are either linear or quadratic in k2. Sim-
ple limits of the above in the case where f = α = λ= 0 have
been noted previously, in particular in the WTG limit valid at
small scales such that k� µ/c and the corresponding large-
scale results for k� µ/c.

To further analyse the behaviour of the full system as
described by Eq. (B1), we first consider the case where α
and λ are non-zero, but there is no rotation; i.e. f = 0. It
is helpful to note the solutions for σ in the large-scale (k
small) and small-scale (k large) limits. Neglecting diffusion,
it is straightforward to show that at small k the roots of
Eq. (B1) are σ '−λ,−α,−α and −µ1 (i.e. the σ '−α
root is repeated in the limit as k→ 0), implying stabil-
ity at small k. Correspondingly, at large k there are roots
σ '±ick−λ−µ2Q/H,−α,µ2(Q/H)−µ1 =−µ1M , rep-
resenting two gravity waves damped by moisture effects and
thermal damping, a vorticity disturbance damped by friction,
and a moisture mode (stable or unstable according to whether
M is positive or negative) respectively. There is therefore sta-
bility at small k and, consistent with the WTG analysis, insta-
bility at large k ifM > 0, with the latter limit unaffected by α
and λ being non-zero. Introducing diffusion by taking κ > 0

will lead to all roots having negative real parts as k→∞; i.e.
the system is stabilised by diffusion of moisture.

Given that all roots for σ have negative real parts for k→
0, it is possible to deduce whether or not there is instability
by seeking conditions, in particular a value of k, under which
one of the roots has zero real parts. One possibility is σ =
is, where s is real and non-zero. Substituting this form for
σ into Eq. (B1), with f = 0, shows that such a root is not
possible. (A key simplification in the f = 0 case that can be
exploited here is that the fourth-order polynomial appearing
in Eq. (B1) has a factor (σ +α).) The other possibility is that
σ = 0, implying the condition

(µ1+ κk
2)c2k2α− gµ2Qk

2α+α2λ(µ1+ κk
2)= 0. (B2)

This is a quadratic for k2, which has real roots only if

κ ≤
c2µ1

λα
(
√

1−M − 1)2, (B3)

where, as before, M = 1−µ2Q/µ1H . If this condition is
satisfied, then there is instability. If it is not satisfied, then
there is no instability. Furthermore, it may also be deduced
that roots with positive real parts must be real and that for
any value of k there can be at most one such root. Given that
roots crossing the real axis must do so at σ = 0, complex
roots with positive real parts would be possible only if there
were two such crossings, from below to above the real axis,
as k increased, and those real roots then combined to give
a complex conjugate pair. But this is not possible since the
above shows that there are at most two crossings for any k,
and, given that all roots are below the real axis for small k
and (with κ > 0) for large k, one crossing is from below the
real axis to above, and the other is from above to below.

When f is non-zero the conditions for instability are more
complicated. The large-k limits of the roots of Eq. (B1) are
unaffected by the expressions given above (which were for
κ = 0; the same holds for κ > 0). However the small-k limits
are now σ '−λ,±if −α,−µ1, implying stability at small
k, but note that the previously repeated root −α now be-
comes the complex conjugate pair ±if −α (i.e. frictionally
damped inertial oscillations). The transition between small
k and large k now depends on the values of α, λ, f , κ
and other parameters. The expression (Eq. B3) for real roots
of Eq. (B1) to cross the real axis generalises to (repeating
Eq. 21)

κ ≤
c2µ1α

λ(α2+ f 2)
(
√

1−M − 1)2; (B4)

however this does not give complete information on when
instability is possible because with f non-zero complex con-
jugate roots may also cross the real axis. Some analytical
progress can be made in describing the dependence of roots
on the different parameters, but the algebra is complicated.

As described in Sect. 4.1, numerical investigation shows
that, for a given κ , the (α,λ) plane may be divided into
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four regions, each corresponding to a different regime of be-
haviour. Regime I is where <(σ ) > 0 occurs for some k only
when σ is real. Regimes IIa and IIb are where there are com-
plex σ with <(σ ) > 0 and with non-zero imaginary parts,
and Regime III is where there is no instability, i.e. <(σ ) < 0
for all k. The distinction between IIa and IIb is that in IIb, σ
corresponding to the fastest growth over all k has a non-zero
imaginary part. (An example is given in Fig. 5.) For f = 0
only Regimes I and III are present, and Regime I, the region
of instability, simply corresponds to Eq. (B3).

The boundary between Regime I and Regime IIa, indicated
by the dashed curves in Fig. 5, is predicted by the condition
that Eq. (B1) has a double root at σ = 0. This is because close
to the λ= 0 axis a real root crosses the real axis. As λ in-
creases, a bifurcation point emerges on the solution branch,
joining to that root, and then moves towards the real axis. A
transition between the crossing of the real axis by a real root
and the crossing by a complex conjugate pair occurs when
the bifurcation point reaches the real axis, i.e. at the point
where there is a double root at σ = 0. For all f such that
Regimes IIa and IIb exist, the boundary between Regime IIa
and Regime I asymptotes to α ' λ as λ→ 0. The condition
for a double root at σ = 0 must be compatible with the condi-
tion given by Eq. (B4). Given that the gradient of the dashed
curves is observed to reduce as λ increases, there will not be
compatibility if the gradient of the curve defined by equality
in Eq. (B4) is larger than 1 as λ→ 0, i.e. if

f > c(µ1/κ)
1/2(
√

1−M − 1). (B5)

When this inequality is satisfied there are no Regimes IIa and
IIb, and the transition between stability and instability is fully
described by Eq. (B4) or, equivalently, Eq. (21). The double
root at σ = 0 occurs when both the constant term and the co-
efficient of the linear term in Eq. (B1) vanish simultaneously.
Eliminating k2 gives a constraint on λ and α (for given val-
ues of other parameters such as f and κ), which defines the
boundary between regions I and IIa in Fig. 5. For illustrative
purposes, the resulting expression when κ = 0 is

λ= λ∗(α)

=
(α2
+ f 2)(Qµ2/H −µ1)µ1α

(Qµ2/H −µ1)(f 2µ1− f 2α−α2µ1−α3)−αµ1(f 2+α2)
. (B6)

In the small-α limit it corresponds to λ' α. Since this ex-
pression for λ∗(α) ignores diffusivity, it will provide an ac-
curate description of the boundary between regions I and
IIa only when it is approximately independent of diffusiv-
ity, which, as seen in Fig. 5, appears to be the case when λ
and α are small.

The boundary between regions IIb and III corresponds to
a double root of Eq. (B1) of the form σ = is, s 6= 0. Some
information about the small-α part of this boundary can be
obtained by considering the special case α = 0. There is then
a root that is O(k2) for small k, with a real part that has the
same sign as λµ1(µ2(Q/H)−µ1)− f

2(λ+µ2(Q/H)). It

follows that for f 2 < (µ2(Q/H)−µ1)µ1 there is instability
at small k for large λ; therefore stabilisation requires non-
zero α. On the other hand, for f 2 > (µ2(Q/H)−µ1)µ1 there
is stability at large λ, independent of the value of α. This
explains the different forms of the boundary between regions
IIb and III seen in Fig. 5 for f = 0 and f = 10−5s−1 on the
one hand and f = 3×10−5 s−1 and f = 6×10−5 s−1 on the
other.

The condition f = fstab(λ,α) defines a function on the
(λ,α) plane as the maximum f for a given α and λ (with
dependence on other parameters such as κ suppressed) for
which there are unstable modes. Contours of this function
are shown in Fig. 5 as the bounding curves for Regime III.

It can be seen from Fig. 5 that the variation in f =

fstab(λ,α) is non-smooth and that this continues into the re-
gion of the (λ,α) plane where α and λ are both small, imply-
ing that the limiting value of fstab(α,λ) as α→ 0 and λ→ 0
cannot be straightforwardly defined. To analyse this regime
further it is useful to set α = λ= 0 in Eq. (B1), leading to

σ 3
+

(
κk2
+µ1

)
σ 2
+

(
f 2
+ c2k2

)
σ + f 2µ1+ c

2κk4

+ f 2κk2
+ c2

mk
2µ1 = 0,

(B7)

where the moist gravity wave speed is c2
m = c

2M < 0 for the
potentially unstable case. The roots of this polynomial are
denoted as σ1, σ2 and σ3.

First, assume that there is a purely imaginary root σ = is,
where s is real. Substituting into Eq. (B7) and separating the
real and imaginary parts give

s3
= (f 2

+ c2k2)s, (B8)

(µ1+ κk
2)s2
= µ1f

2
+µ1c

2
mk

2
+ f 2κk2

+ c2κk4. (B9)

Eliminating s gives

(µ1+ κk
2)(f 2

+ c2k2)= µ1f
2
+µ1c

2
mk

2
+ f 2κk2

+ c2κk4. (B10)

For k > 0, this is true only in the dry case c2
m = c

2. Since we
are interested in c2

m < 0< c2, purely imaginary roots are not
possible. Therefore any change in stability happens at σ = 0.

For small k, Eq. (B7) has roots σ =−µ1 and σ =±if −
k2(2gµ2µ1f

2Q± 2if (f 2c2
+ c2

mµ
2
1))/4(f

4
+ f 2µ2

1), both
of which have negative real parts. For instability, a change in
stability must occur at some k > 0. This requires the constant
coefficient of Eq. (B7) to change sign; i.e.

µ1f
2
+µ1c

2
mk

2
+ f 2κk2

+ c2κk4
= 0. (B11)

If the system is to be stable, this must have no real roots
k2 > 0. We non-dimensionalise with f̂ = f

√
κ/µ1/c and

k̂ = k/
√
κ/µ1, for

f̂ 2
+Mk̂2

+ f̂ 2k̂2
+ k̂4
= 0. (B12)
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The transition from two roots to none happens when the dis-
criminant of this expression (as a quadratic in k) vanishes,
or

(M + f̂ )2− 4f̂ 2
= 0. (B13)

This has four roots,

f̂ =±(1−
√

1−M), (B14)

corresponding to the change in global stability, and

f̂ =±(1+
√

1−M), (B15)

which is a spurious solution arising from roots with k2 < 0.
(When f̂ 2 > 1−M , the left-hand side of Eq. (B12) is strictly
positive for k2 > 0.)

With zero damping, and assuming positive f , we therefore
expect instability if and only if

f <=
c

√
κ/µ1

(
√

1−M − 1)= fstab(0,0), (B16)

where the value of fstab(0,0) is defined by this equality.
Since only one mode may be unstable in this limiting case,
the unstable mode must have a purely real growth rate. When
the function fstab(α,λ) is defined by Eq. (B4), the limit of
this expression as α→ 0 and λ→ 0 is not well defined, since
it depends on the value of α/λ.

This inconsistency may be resolved as follows. There is
a value fI such that the region of the (λ,α) space defined
by fstab(λ,α) > fI contains no parameters corresponding to
Regime II; i.e. the unstable roots of Eq. (B1) are real for
all k. Within this region, the stability boundary is given by
Eq. (B4), rewritten here as a curve in the (λ,α) plane,

λ=
c2µ1α

κ(α2+ f 2)
(
√
µ2Q/µ1H − 1)2. (B17)

Note that as f is made arbitrarily large, this curve moves
closer to the α axis, but does not meet it, so there is al-
ways some range of α such that there is instability for λ= 0.
Within this region, the transition with varying k of a single
real mode from unstable to stable corresponds to the change
in sign of the constant term of Eq. (B1). When α = λ= 0,
this constant term is identically zero. We therefore have a de-
generate case where the previously unstable mode is zero for
all k. The limit as α→ 0 and λ→ 0 of fstab in this region is
therefore not expected to be well defined.

In the other section of the (λ,α) plane, where fstab < fI ,
instability both near the origin and near f = fstab relies on
a combination of two complex roots of Eq. (B1). If α→ 0
and λ→ 0, only one of these roots can become identically
zero, so we expect the other to remain the unstable mode,
and hence the limit of fstab should be well defined.

Since fstab is continuous (apart from at the origin), we
also expect the limit along the boundary between each of the

cases discussed above, fstab = fI , to give the correct value of
fstab(0,0). This is a curve of constant fstab, and therefore

fI = fstab(0,0)=
(
c2(
√
µ2Q/µ1H − 1)2

κ/µ1

)1/2

. (B18)

The curve fstab(λ,α)= fstab(0,0) has the expected form,
α = λ, when α� f .

Appendix C: The equatorial wave response to a moist
heating

The full derivation of linear equatorial wave response to a
heating with general thermal damping λ and friction α is de-
rived by Wu et al. (2001). The setup and relevant results are
repeated here for reference.

We look for equatorially trapped steady-state solutions to
the dynamical Eqs. (1) and (3), under the long-wave approx-
imation. These satisfy

αu−βyv =−ghx, (C1)
βyu=−ghy, (C2)
λh+H∇ ·u= F, (C3)

where u, v and h→ 0 are y→±∞. For simplicity, we take
a domain of effectively infinite zonal length, i.e. with a length
much greater than the extent of the equatorial wave response.
We can also assume that F(x,y) has a mean of zero, as a
non-zero spatial mean part will be balanced by a change in
the mean h and not contribute to the divergence or equatorial
wave response.

We must first decompose the heating in terms of parabolic
cylinder functions D̃n as

F =
∑
n≥0
FnD̃n

(
y

Leq

)
, (C4)

with Leq =
√
c/β 4
√
α/λ.

The relevant parts of the solutions are then the equatorial
Kelvin wave, which has

h0 =−
1
2

x∫
−∞

√
α

λ
c−1 exp

(
−

√
αλ(x− u)

c

)

F0(u)duD̃0

(
y

Leq

)
, (C5)

and the equatorial Rossby waves, for n= 1,2,3, . . .,

hn =−
1
2

∞∫
x

√
α

λ
c−1 exp

(
(2n+ 1)

√
αλ(x− u)

c

)

(Fn−1(u)+ 2nFn+1(u))du
(
D̃n+1

(
y

Leq

)
+2(n+ 1)D̃n−1

(
y

Leq

))
. (C6)
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The divergence is then calculated using Eq. (C3). This gives

D[F ] = F/H − λ
∑
n≥0
hn/H. (C7)

For our purposes it is worth noting that for a heating, F < 0,
the equatorial wave response has h < 0, and hence the asso-
ciated divergence is positive. This is the opposite sign to the
WTG divergence associated with a heating.

Appendix D: Decomposition of the divergence into
equatorial wave components

For diagnostics of numerical simulations, we want to calcu-
late the expressions in Appendix C numerically, including
separating the divergence into weak temperature gradient and
equatorial Kelvin and Rossby components. The expression
for the divergence, Eq. (C7), can simply be split into parts as
follows:

D[F ] =DWTG[F ] +DKelvin[F ] +DRossby[F ], (D1)

where

DWTG =
1
H
(F), (D2)

DKelvin =−λh0[F ]/H (D3)

and

DRossby =−λ
∑
n≥1
hn[F ]/H. (D4)

The first two of these are simple to calculate numerically,
using the expressions in Appendix C with F = Fh−F h. The
Rossby wave component is then calculated as the residual

DRossby =D−DWTG−DKelvin. (D5)

This will introduce some error as the numerical fields are
not exactly quasi-steady; however it also sidesteps a few is-
sues with calculating the Rossby wave response. The first of
these is that simple theoretical expressions for the Rossby
wave response to a given heating assume the long-wave ap-
proximation, whereas this assumption is not needed for the
Kelvin wave and may not be valid for certain simulations.
The second is that the Rossby wave response requires forcing
due to all terms in Eq. (C4). For a finite discretised domain,
these will be both poorly resolved and cut off by boundaries.
This leads to errors in the projection, since the modes are no
longer orthogonal.

Appendix E: The dependence of precipitation
parametrisation on temperature

The impact of including a temperature dependence in the pre-
cipitation, as done by Sugiyama (2009a, b), is briefly dis-
cussed in this section. The coupling terms between the mois-
ture and thickness equations in these papers are assumed to

be functions of the precipitation P , which is assumed to de-
pend only on the moist static energy, cpT +Lvq in stan-
dard units, and the nonlinear combination of P with a sur-
face flux term. The terms thus take the form Fh(q −h/γ,h)

and Fq(q −h/γ,q), where γ is proportional to Lv/cp. This
form is motivated in Sugiyama (2009a, b) as a Betts–Miller-
type representation, but the alternative interpretation as a
representation of the dependence of precipitation on free-
tropospheric humidity, which emerged at the time of these
papers, is noted, and this interpretation would not require the
h dependence.

The forcing in this paper has been defined differently: we
have taken a simple linear form for all forcing terms except
for a nonlinear Fh(q), which provides an effective limit on
the magnitude of the moisture variable. Two initial questions
which arise from the temperature dependence of Fh and Fq
are as follows: how does the behaviour change if the nonlin-
ear term limits q −h/γ rather than q, and what is the effect
of a linear h term in the moisture equation?

In the first case we can gain some insight by redefining
the moisture variable. In this case the moisture terms become
Fh(q−h/γ ) and Fq(q−h/γ ). Subtracting 1/γ times Eq. (2)
from Eq. (3) gives

(q −h/γ )t + (Q−H/γ )∇ ·u= Fq(q −h/γ )

− γ−1Fq(q −h/γ )+ λh/γ + κ∇
2q. (E1)

Defining a new variable, q ′ = q −h/γ , along with corre-
spondingQ′ =Q−H/γ and Fq ′ = Fq−Fh/γ , we can write
this as

q ′t +Q
′
∇ ·u= Fq ′(q

′)+ κ∇2q ′+ (λ+∇2)h/γ. (E2)

We have returned to the original form of the equations to be
studied with a different interpretation of the moisture vari-
able and some terms due to h on the right-hand side of the
moisture equation. Physically, it is unclear whether the dif-
fusive forcing should act on moisture q or on moist static
energy q ′, so the ∇2h term may be unnecessary. If this term
is neglected, we end up in the situation described by the sec-
ond question above. The distinction between the two setups
can therefore also be interpreted as whether the diffusivity is
believed to act upon the moisture or moist static energy.

The situation described by Sugiyama (2009b) is one step
further, with Fh = Fh(q,h) and Fq = Fq(q,h). We now in-
vestigate this case, but for simplicity we continue to take
ε = 0. In the strict WTG limit, h= h(t), using Eq. (2) to
eliminate the divergence from Eq. (3) gives

qt = Fq(q,h)−
Q

H
(Fh(q,h)−Fh(q,h))+ κ∇

2q. (E3)

This is still a reaction–diffusion equation for q; however now
the stable states depend on h, q± = q±(h). These vary slowly
as h varies slowly with time.

When Ldyn is larger than the domain size, the arguments
in Sect. 2 hold, and aggregation proceeds as expected. Other-
wise, WTG cannot be valid across the entire domain. Moist
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regions, with their associated heating, will have decreased h,
and the opposite will apply to dry regions. On a β plane, the
region of reduced h associated with a heating at the Equator
will extend zonally with the equatorial Rossby and Kelvin
wave responses. It is therefore expected that there will be lo-
cal variation in the stable values of q. Of particular interest
will be whether the adjustment to the fixed points due to the
equatorial wave response to heating will facilitate moistening
to the east or west of an equatorial moist region.

We know that the fixed points will depend on h, but what
do we expect this variation to look like? We discuss two
informative special cases. For the first, we assume that the
moisture and thickness coupling terms depend only on the
moist static energy, Fq(q−h/γ ) and Fh(q−h/γ ). Note that
since the spatial mean of Fh must be subtracted when apply-
ing the WTG approximation, an additional linear relaxation
term in the thickness equation will not affect the WTG mois-
ture equation. In this case the stable fixed points are related
to the stable fixed points q±0 when h= 0 by

q±(h)= q±0+h/γ. (E4)

Thus, the stable values of the moisture increase with h.
For the second case we assume that the effect of h in the

moisture equation is weak and therefore may be represented
by a linear term. Taking inspiration from the previous case
but Taylor-expanding the moisture about RCE, the moisture
equation, Eq. (3), is

qt +Q∇ ·u= Fq(q)−F
′
q(Q)h/γ + κ∇

2q. (E5)

Note that F ′q < 0.

Figure E1. The late-time behaviour of a β-plane simulation with parameters as in panel (f) of Fig. 11 but with h-dependent heating. Panel (a)
has h dependence in both Fh(q−h/γ ) and Fq (q−h/γ ). Panel (b) has Fh(q) and Fq (q−h/γ ). The “specific heat” parameter γ = 22.2 has
been chosen to match the combination of geopotential and temperature in Sugiyama (2009b).

Now, rather than the condition that at fixed points the re-
action function Ghq = 0, we require that Ghq = F ′q(0)h/γ .
This corresponds to a translation of the curve shown in Fig. 1
upwards with increasing h. Therefore as h increases the sta-
ble moisture values will correspondingly increase.

These two situations agree on the expected effect of h-
dependent forcing in the height equation on the moisture dis-
tribution; however the impact on the propagation speed of ag-
gregated regions is unclear. Since the deviation from isotropy
in the β-plane case is due to the equatorial wave response to
the heating, we expect significant cancellation between the
equatorial Rossby and Kelvin wave components, as seen in
the divergence response discussed in Sect. 5. We investigate
this numerically.

Examples of numerical simulations from both cases are
shown in Fig. E1. The first case, with both coupling terms
being functions of only moist static energy, leads to only
very small changes from the corresponding case in Fig. 11
– the spatial distribution and wavenumber are similar, and
the speed has increased by 0.1ms−1. The specific heat pa-
rameter γ = 22.2 has been chosen to match the combination
of geopotential and temperature in Sugiyama (2009b). The
fact that the effect is small is consistent with the large value
of γ . The height dependence in the second case has had a
larger effect, with the wavenumber reduced from 4 to 3 and
the speed reduced by a factor of 3.
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