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Abstract. Stochastic parametrisation techniques have been
used by operational weather centres for decades to produce
ensemble forecasts and to represent uncertainties in the fore-
cast model. Their use has been demonstrated to be highly
beneficial, as it increases the reliability of the forecasting
system and reduces systematic biases. Despite the random
nature of the perturbation techniques, the response of the
model can be nonlinear, and the mean state of the model
can change. In this study, we attempt to provide a process-
based understanding of how stochastic model perturbations
affect the model climate. Previous work has revealed sensi-
tivities of the occurrence of diabatically driven, rapidly as-
cending airstreams to the stochastically perturbed parametri-
sation tendencies (SPPT) scheme. Such strongly ascending
airstreams are linked to different weather phenomena, such
as precipitation and upper-tropospheric ridge building in the
midlatitudes, which raises the question of whether these pro-
cesses are also influenced by stochastic perturbations.

First, we analyse if rapidly ascending airstreams also
show sensitivities to a different perturbation technique –
the stochastically perturbed parametrisations (SPP) scheme,
which directly represents parameter uncertainty in parametri-
sations and has recently been developed at the European
Centre for Medium-Range Weather Forecasts (ECMWF). By
running a set of sensitivity experiments with the Integrated
Forecasting System (IFS) and by employing a Lagrangian
detection of ascending airstreams, we show that SPP re-
sults in a systematic increase in the occurrence of ascend-
ing air parcel trajectories compared to simulations with un-
perturbed model physics. This behaviour is very similar to
that of SPPT, although some regional differences are appar-

ent. The one-sided response to the stochastic forcing is also
observed when only specific parametrisations are perturbed
(only convection parametrisation and all parametrisations but
convection), and we hypothesise that the effect cannot be at-
tributed to a single process.

Thereafter, we link the frequency changes in ascending
airstreams to closely related weather phenomena. While the
signal of increased ascending motion is directly transmit-
ted to global precipitation sums for all analysed schemes,
changes to the amplitude of the upper-level Rossby wave pat-
tern are more subtle. In agreement with the trajectory analy-
sis, both SPPT and SPP increase the waviness of the upper-
level flow and thereby reduce a systematic bias in the model,
even though the magnitude is small.

Our study presents a coherent process chain that enables us
to understand how stochastic perturbations systematically af-
fect the model climate. We argue that weather systems which
are characterised by threshold behaviour on the one hand and
that serve as a dynamical hinge between spatial scales on
the other hand can convert zero-mean perturbations into an
asymmetric response and project it onto larger scales.

1 Introduction

Ensemble prediction aims to represent forecast uncertainty
by estimating the future probability density function of the
atmospheric state (Leutbecher and Palmer, 2008). This is
typically achieved by running multiple integrations of the
forecast model with small perturbations which grow with
forecast lead time due to the chaotic behaviour of the at-
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mosphere and thereby represent different realisations of the
evolution of the system. During the early years of ensemble
prediction, probabilistic forecasts were generated with per-
turbations to the initial conditions only (Lewis, 2005). How-
ever, such forecasts are underdispersive and on average do
not adequately capture the uncertainty in the forecast (e.g.
Palmer et al., 2005). To further increase the dispersion of the
ensemble members, techniques that represent uncertainty re-
lated to the forecast model have been developed and imple-
mented into operational systems and are still in use today
(Leutbecher et al., 2017).

Model errors are largely related to the spatial discretisa-
tion of numerical weather prediction (NWP) models, which
requires the representation of processes on the sub-grid scale
through parametrisations. A common approach to address
model error is therefore to represent uncertainties in the
parametrisation schemes. For example, the stochastically
perturbed parametrisation tendencies (SPPT) scheme ran-
domly perturbs the net tendencies from all parametrised pro-
cesses (Leutbecher and Palmer, 2008) and has been opera-
tional at the European Centre for Medium-Range Weather
Forecasts (ECMWF) since 1998 (Buizza et al., 1999). The
incorporation of SPPT into the operational forecast chain
has resulted in increased ensemble spread (mainly in the
tropics but also in the extratropics) and has thereby led to
a more reliable ensemble and improved probabilistic skill
of the forecasting system (Leutbecher et al., 2017). De-
spite these undoubtedly advantageous properties, it has been
shown that some of the basic assumptions of SPPT are not
well justified, such as the coherency of the perturbations for
different parametrisations or for different prognostic vari-
ables (Leutbecher et al., 2017; Christensen, 2020). Therefore,
ECMWF developed the stochastically perturbed parametri-
sations (SPP) scheme, which perturbs individual parameters
in the parametrisations instead of the net tendencies from all
schemes and thereby overcomes some of the limitations of
SPPT (Ollinaho et al., 2017; Lang et al., 2021).

Several studies have shown that the advantages of stochas-
tic parametrisation exceed a simple increase in ensem-
ble spread (e.g. Berner et al., 2012, 2017). The use of
stochastic parametrisation can, for example, reduce system-
atic model errors and biases, as shown for tropical precip-
itation (Weisheimer et al., 2014; Subramanian et al., 2017;
Strømmen et al., 2019), the El Niño–Southern Oscillation
(ENSO) (Christensen et al., 2017; Yang et al., 2019), or trop-
ical cyclones (Stockdale et al., 2018; Vidale et al., 2021). A
recent study shows that stochastic model perturbations can
be used to understand the pathways of error growth from
the tropics to the extratropics (Straus et al., 2023). Even
though such effects have mainly been reported for tropical re-
gions, where stochastic parametrisations are most active due
to large parametrisation tendencies (Leutbecher et al., 2017),
positive impacts have also been found for the extratropics,
albeit of a more subtle nature. For example, stochasticity has
been shown to reduce biases in the extratropical flow (Berner

et al., 2012), improve the representation of midlatitude cir-
culation regimes in different model hierarchies (Dawson and
Palmer, 2015; Christensen et al., 2015), improve the repre-
sentation of extratropical teleconnection patterns (Strømmen
et al., 2022), and influence atmospheric blocking (Berner
et al., 2008; Davini et al., 2021).

In the literature, different pathways of how random per-
turbations affect the mean state of the model have been dis-
cussed. Changes in the characteristics of large-scale extrat-
ropical weather regimes due to perturbations are commonly
attributed to “noise-induced” drifts resulting from multiplica-
tive forcing in nonlinear systems (e.g. Sardeshmukh et al.,
2001; Derbyshire et al., 2004; Birner and Williams, 2008;
Berner et al., 2012). From a smaller-scale, process-oriented
perspective, Tompkins and Berner (2008) show that positive
humidity perturbations in the boundary layer are more ef-
fective at triggering convection than negative perturbations
are at suppressing it. Likewise, Pickl et al. (2022) show
that SPPT systematically increases the frequency of diabati-
cally driven, rapidly ascending airstreams, and they suggest
that zero-mean perturbations may result in a biased response
when the system is characterised by a threshold behaviour.

Such rapidly ascending airstreams, usually related to trop-
ical convection and slantwise ascent in the warm sector of ex-
tratropical cyclones (so-called warm conveyor belts (WCBs),
Carlson, 1980), are closely linked to different phenomena
in the atmosphere. For example, both tropical convection
and WCBs are associated with large amounts of precipita-
tion on synoptic timescales (Jiang and Zipser, 2010; Pfahl
et al., 2014). In the extratropics, WCBs play an important
role in shaping the large-scale circulation (e.g. Grams et al.,
2011): the diabatically driven airstream transports lower-
tropospheric air with low values of potential vorticity (PV)
into the upper troposphere, where higher values of PV pre-
vail climatologically (e.g. Madonna et al., 2014). This di-
abatically generated negative upper-level PV anomaly ac-
celerates the upper-level jet by sharpening the PV gradi-
ent along the tropopause (Grams et al., 2013), deflects the
tropopause poleward and upward, contributes to ridge build-
ing, and thereby amplifies the Rossby wave pattern (Pomroy
and Thorpe, 2000; Grams and Archambault, 2016; Chagnon
et al., 2013; Methven, 2015; Saffin et al., 2021). Eventually,
this may lead to the formation and maintenance of blocking
anticyclones (Pfahl et al., 2015; Steinfeld and Pfahl, 2019).
As WCBs and their impact on the large-scale flow are sensi-
tive to the conditions provided by the background flow (e.g.
low-level moisture supply, Schäfler and Harnisch, 2015, or
baroclinicity Grams et al., 2018), WCBs act as a dynami-
cal hinge between the lower and upper troposphere and be-
tween the synoptic and large scale, which makes WCBs very
relevant for the growth and propagation of forecast errors
(Martínez-Alvarado et al., 2016; Berman and Torn, 2019;
Maddison et al., 2019; Pickl et al., 2023).

Building on the findings from Pickl et al. (2022), who
found a systematic increase in the occurrence frequencies of
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rapidly ascending airstreams with SPPT in ECMWF’s en-
semble prediction system, this study examines if the newly
developed SPP scheme results in a behaviour similar to that
of SPPT. Variants of SPP with perturbations to individual
parametrisations are also considered. Subsequently, it is in-
vestigated if the observed sensitivities to the SPPT and SPP
schemes are reflected in changes to related processes, i.e. pre-
cipitation and the waviness of the large-scale extratropical
flow. To this end, we aim to provide a process-level under-
standing of how stochastic physics perturbations systemati-
cally affect the mean state of the forecast model and propose
a coherent process chain.

The study is structured as follows: in Sect. 2.1, we give
an overview of the experimental setup and the model un-
certainty schemes that are investigated throughout the study.
The approach for detecting rapidly ascending airstreams is
outlined in Sect. 2.2, followed by a detailed description of
how the amplitude of the upper-level Rossby wave pattern
is assessed (Sect. 2.3). Additional data sets complementing
the numerical experiments are described in Sect. 2.4. In the
Results section, sensitivities of the occurrence frequencies
of rapidly ascending airstreams to SPPT, SPP, and variants
of SPP are discussed in Sect. 3.1. Thereafter, sensitivities of
precipitation (Sect. 3.2.1) and of the Rossby wave amplitude
(Sect. 3.2.2) to the schemes are shown. Finally, the results
are discussed and summarised in Sects. 4 and 5.

2 Data and methods

2.1 IFS ensemble experiments

We analyse the impact of different model uncertainty
schemes on the rapidly ascending airstreams and related pro-
cesses using a set of numerical experiments with the Inte-
grated Forecasting System (IFS) CY46R1 of ECMWF. In
this study, the SPPT and SPP schemes are evaluated. The
SPPT scheme is the operational model uncertainty scheme
at ECMWF and has been used since 1998 (Buizza et al.,
1999). It perturbs the model physics by multiplying the
net tendencies from all parametrisations by a random field
which evolves in space and time with prescribed autocor-
relation scales (Leutbecher et al., 2017). Similarly to the
SPPT scheme, SPP also perturbs the physical parametrisa-
tions. However, instead of the bulk approach of perturbing
the net tendencies from all processes, a set of selected param-
eters considered uncertain in the parametrisations of turbu-
lent diffusion, orographic drag, convection, cloud- and large-
scale precipitation, and radiation is perturbed. For a detailed
description of the SPP scheme, the reader is referred to Lang
et al. (2021). Additionally, we investigate two further sim-
ulations with parameter perturbations in selected parametri-
sation schemes: only in the convection scheme (SPP-CONV-
ONLY) and in all parametrisation schemes but the convection
scheme (SPP-CONV-OFF).

The initial conditions of all experiments are perturbed
with an ensemble of data assimilations (Buizza et al., 2008;
Isaksen et al., 2010) and a singular-vector technique (Leut-
becher and Palmer, 2008). Hence, the SPPT, SPP, SPP-
CONV-ONLY, and SPP-CONV-OFF experiments all feature
both initial conditions and model perturbations. To assess the
impact of the perturbations, a reference experiment with only
initial condition perturbations but without model perturba-
tions is used (IC-ONLY). For each of these experiments, 32
ensemble forecasts with 20 perturbed members and initiali-
sations every other day between 15 August and 15 October
2016 have been run at a resolution of TCo399 (average grid
spacing of 29 km) and 91 vertical levels until a 12 d lead. The
SPP sensitivity experiments (SPP-CONV-ONLY and SPP-
CONV-OFF) have only been run for 11 initialisations during
the same period. For post-processing, the data are retrieved
6-hourly on a regular 1× 1° latitude–longitude grid.

2.2 Detection of rapidly ascending airstreams

We use the software tool LAGRANTO (Wernli and Davies,
1997; Sprenger and Wernli, 2015) to compute offline trajec-
tories based on the three-dimensional wind field outputted by
the forecast model. The trajectories are started 6-hourly on
a global 100 km equidistant grid on 13 equally spaced pres-
sure levels between 1000 and 700 hPa and computed forward
in time until 48 h. Subsequently, only the trajectories that as-
cend by at least 600 hPa within 2 d are retained and regarded
as “rapidly ascending” (see Pickl et al., 2022, for further in-
formation). We track the evolution of potential temperature
along the trajectories, which allows us to compute the latent
heating rate during the ascent of the air parcel.

2.3 Ridge and trough detection and Rossby wave
amplitude

To assess the impact of the different model uncertainty
schemes on the large-scale upper-level flow, we employ the
technique from Gray et al. (2014) to classify each grid point
on an isentropic surface into one of four different categories:
“trough”, “ridge”, “polar vortex”, or “subtropics”. This ap-
proach is based on the potential temperature–potential vor-
ticity (θ–PV) framework and uses the dynamical tropopause,
in this work defined as the 2 PVU contour on an isentropic
surface (PVtp), to determine the structure of the upper-level
flow. The dynamical tropopause is used to derive the equiv-
alent latitude (8eq), which is defined as the perimeter of
a circle centred on the pole that encloses the same area
as the instantaneous 2 PVU contour on an isentropic sur-
face (Butchart and Remsberg, 1986). This zonally symmet-
ric background state encloses the same mass and circulation
as the full instantaneous PV field (Methven and Berrisford,
2015) and can be interpreted as the hemispheric-mean lati-
tude of the dynamical tropopause. To determine8eq, the sum
of the areas of every grid point exceeding PVtp is computed

https://doi.org/10.5194/wcd-5-927-2024 Weather Clim. Dynam., 5, 927–942, 2024



930 M. Deinhard and C. M. Grams: Process-oriented understanding of the impact of stochastic perturbations

Figure 1. Identification of troughs (red) and ridges (blue) on the
320 K isentrope based on the 2 PVU contour (black contour) in the
SPPT experiment initialised on 26 September 2016 at 00:00 UTC at
a forecast lead time of 7 d. The equivalent latitude 8eq is shown by
the dashed black line.

individually for each isentropic surface and valid time; the
equivalent latitude is then obtained from the ratio of this area
(APVtp ) to the area of the whole hemisphere (Ahem) by

8eq = arcsin
(

1−
APVtp

Ahem

)
. (1)

For the classification procedure, the PV value of each grid
point is at first compared to PVtp; subsequently, the latitude
of the grid point (8) is compared to 8eq. A grid point in the
Northern Hemisphere is then classified as

– trough, when PV>PVtp and 8<8eq;

– ridge, when PV<PVtp and 8>8eq.

When PV>PVtp and 8>8eq, the grid point is classified
as polar vortex, and for PV<PVtp and 8<8eq, it is clas-
sified as subtropics. However, the two latter categories are
not considered in this study and are only listed here for com-
pleteness. Note that we do not additionally consider cut-offs
as done in Gray et al. (2014) but classify such features into
the trough or ridge category. Figure 1 gives an illustration of
the identification of upper-level troughs and ridges in a se-
lected situation.

Subsequently, the hemispheric sum of the ridge and trough
areas is computed at each valid time for each ensemble mem-
ber on different isentropic levels. We use this as a proxy met-
ric for the amplitude of the upper-level Rossby wave pattern:

large ridge and trough areas correspond to a flow configu-
ration where the upper-level waveguide is characterised by
meridional displacements. In turn, in a purely zonal flow con-
figuration without any undulations of the waveguide, ridge
and trough areas are minimised. Note that this technique does
not provide any information about the depth (i.e. the strength
of a PV anomaly) of the Rossby wave pattern and does not
consider the asymmetry that is usually observed for troughs
and ridges.

2.4 Complementary data sets

2.4.1 Verification data

For verification purposes, two different data sets are em-
ployed. The WCB trajectory data (see Sect. 2.2) of the ex-
periments are compared against ECMWF’s operational high-
resolution analysis (Rabier et al., 2000) interpolated to the
grid of the ensemble experiments (ECMWF, 2019). The
ERA5 reanalysis data set (Hersbach et al., 2020) is employed
as a reference for the ridge and trough areas.

2.4.2 Operational ensemble (re-)forecasts

To increase the sample size for the Rossby wave ampli-
tude analysis, we use ECMWF reforecast data from the
Subseasonal-to-Seasonal (S2S) Prediction Project database
(Vitart et al., 2017) initialised twice weekly between 1997
and 2017 and compare the ridge and trough areas in the per-
turbed forecasts (SPPT+ ICP) against the unperturbed con-
trol member. This is motivated by the insights from Pickl
et al. (2022), who found that initial condition perturbations
do not systematically affect the distribution of vertical ve-
locities and the occurrence frequency of rapidly ascending
airstreams. The comparison of the perturbed and unperturbed
members can therefore be used to evaluate the effect of the
SPPT scheme compared to unperturbed runs, which substan-
tially increases the sample size. The reforecasts comprise 10
perturbed and 1 unperturbed member and are run at a spa-
tial resolution of TCo639 (approx. 18 km). The data set only
contains PV at 320 K such that the detection of ridges and
troughs can only be done on one isentropic level. In total, we
consider 3200 initialisations in winter (DJF; n= 920), spring
(MAM; n= 1060), and autumn (SON; n= 1040); summer is
omitted, as the 320 K isentrope is not located in the upper tro-
posphere but in the mid-troposphere and therefore does not
adequately represent the Rossby wave structure.

The resolution of the archived reforecast data set is too
coarse to compute trajectories as mentioned above. There-
fore, we use an additional data set, consisting of opera-
tional ECMWF medium-range ensemble forecasts initialised
twice daily (00:00 and 12:00 UTC) between December 2018
and November 2020 (2 years) and archived regionally in
the North Atlantic domain (15–80° N, 130° W–80° E). For
this data set, WCB trajectory data have been computed in
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the same way as described in Sect. 2.2. As for the Rossby
wave amplitude, the unperturbed control member is com-
pared against the 50 perturbed (SPPT+ ICP) ensemble mem-
bers. This data set will be consulted to determine seasonal
differences in the effect of stochastic perturbations on the
trajectories. Note that it is not possible to use this data set to
compute the Rossby wave amplitude, as a hemispheric cov-
erage of the data is required. Therefore, both the operational
and the reforecast data sets have to be used in order to relate
the trajectory analysis and the Rossby wave amplitude.

3 Results

3.1 Sensitivities of rapidly ascending airstreams to
different model uncertainty schemes

Following up on the results from Pickl et al. (2022), who
for the first time show sensitivities of diabatically heated,
rapidly ascending airstreams to the SPPT scheme, here we
analyse whether other model uncertainty representations also
result in a behaviour similar to that of SPPT. Figure 2 shows
the distribution of the number of trajectories in different ex-
periments (coloured bars) and in the verifying analysis (grey
bars) in different regions. As reported in Pickl et al. (2022),
the number of trajectories in the experiment with SPPT (red
bars) is larger than in the experiment with initial conditions
only (blue bars) in all regions, and this effect is more pro-
nounced in the tropics than in the extratropics. Interestingly,
the experiment with SPP (yellow bars) shows a behaviour
very similar to the one with SPPT: the trajectory counts are
higher than in IC-ONLY in all investigated regions. Compar-
ing SPP to SPPT shows that the global trajectory count is
slightly higher with SPP, which is predominantly driven by
increased numbers in the tropics. In the North Atlantic and in
the Northern Hemisphere extratropics, in contrast, the trajec-
tory count is somewhat decreased in SPP compared to SPPT.

The SPP-CONV-ONLY and SPP-CONV-OFF experi-
ments also show higher frequencies of rapidly ascending
airstreams than IC-ONLY in all regions; remarkably, the ef-
fect is larger in the experiment with perturbations only to
the parameters in the convection parametrisations than in the
experiment with perturbations to all parameters except for
convection. This indicates that the perturbations in the con-
vection scheme are more efficient at triggering rapidly as-
cending airstreams than perturbations to all other parametri-
sations. In the extratropics and the North Atlantic, the counts
in SPP-CONV-ONLY are even larger than in SPP, point-
ing towards the dominant role of perturbations in the con-
vection parametrisation. The added differences in the tra-
jectory counts of the SPP-CONV-ONLY and SPP-CONV-
OFF schemes from the IC-ONLY scheme are larger than the
counts of SPP, indicating that the effects of the perturbations
in different parametrisations are partly superimposed or can-
cel each other out.

Figure 2. Counts of trajectories classified as rapidly ascending,
starting in the global domain, the tropics, the Northern Hemisphere
extratropics, and the North Atlantic for the deterministic control
run (DET; transparent bar), the experiment with initial condition
perturbations only (IC-ONLY; blue), and the perturbed experiments
(SPPT – red, SPP – yellow, SPP-CONV-OFF – brown, and SPP-
CONV-ONLY – purple). Values of the verifying analysis (ANA)
are shown by the grey bar. The counts are computed over all mem-
bers (20), lead times (49), and initial times (11 for the SPP-CONV-
ONLY and SPP-CONV-OFF experiments, 32 for all other experi-
ments). Counts are normalised by the maximum number of trajec-
tories in each domain. The bar height displays the mean, and the
whiskers show the 95 % confidence interval estimated by a 10 000-
sample bootstrapping technique.

Similarly to the results presented in Pickl et al. (2022), all
experiments underestimate the number of rapidly ascending
airstreams compared to the verifying analysis in all regions
(except for the Northern Hemisphere extratropics), which is
especially pronounced in the tropics. All experiments with
perturbed model physics investigated here predict a higher
number of rapidly ascending trajectories than the experiment
with an unperturbed model. Hence, all investigated perturba-
tions reduce the negative frequency bias in rapidly ascending
airstreams and improve their forecast.

Next, we investigate the dependence of the trajectory fre-
quency changes on the net latent heat release along the as-
cending air parcels. The net latent heating along the trajec-
tory (i.e. difference between max and min potential temper-
ature along the trajectory) is a commonly used proxy met-
ric for the diabatic processes occurring along the ascent.
Madonna et al. (2014) report average heating rates of around
20 K for wintertime WCBs, but depending on the season,
they can reach up to 40 K. Figure 3 shows the ratio of the
number of trajectories in the experiments with a perturbed
model (coloured lines) to the experiment with initial con-
ditions only as a function of the net diabatic heating rate
along the trajectories (right axis). For additional orientation,
the grey bars show the number of trajectories for each heat-
ing interval started globally (left axis). The bimodal struc-
ture clearly shows two heating regimes (see also Pickl et al.,
2022), with peak occurrence frequencies in the heating range
between 22.5–30 K (extratropical regime) and in the range
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Figure 3. Number of trajectories started globally per 6-hourly time
step in the SPPT experiment per integrated heating rate (grey bars,
left axis) and ratio of the trajectory counts in the SPPT (red), SPP
(yellow), SPP-CONV-OFF (brown), and SPP-CONV-ONLY (pur-
ple) experiments and the unperturbed physics experiment IC-ONLY
as a function of the integrated latent heating rate along the trajecto-
ries. The bin width is 2.5 K, and the ratios are only plotted for the
heating rates that occur at least once per time step. Averaged over
11 forecasts. The thick lines denote ratios which are statistically sig-
nificantly different from 1 at a confidence level of 95 % estimated
with a 10 000-sample bootstrapping technique.

between 40 and 50 K (tropical regime). All experiments fea-
ture an exponential growth in the relative trajectory count
with increasing latent heat release: for heating rates between
about 20 and 30 K, the ratios grow from about 1.05 to 1.25,
with slightly larger values in SPPT compared to SPP (which
is also reflected in the trajectory counts in the North Atlantic
and the Northern Hemisphere). At the transition between
the extratropical and tropical regimes, the ratios strongly in-
crease and reach values larger than 2 for latent heating rates
between 40 and 50 K. In the tropical regime, the ratio is larger
for SPP than for SPPT, which is also reflected in Fig. 2. Both
SPP-CONV-ONLY and SPP-CONV-OFF follow a similar
exponential behaviour, but the ratios are generally smaller
than for SPP (except for the range between 22.5 and 32.5 K,
where the curve of SPP-CONV-ONLY is slightly higher than
or similar to that of SPP). For all heating rates larger than
25 K, perturbations to only the convection scheme result in
a larger increase in rapidly ascending trajectories than per-
turbations to all other parametrisations, which is most pro-
nounced in the tropical regime. The curve of SPPT lies below
1 for the lowest heating rates, indicating an inverse effect of
SPPT on the rapidly ascending airstreams, which becomes
relevant for weakly heated warm conveyor belts in winter-
time. In summary, the regional differences in the altered tra-
jectory counts in the different experiments discussed in the
previous section and Fig. 2 are largely controlled by the net
latent heat release along the ascending airstream.

The modified frequencies of rapidly ascending airstreams
through stochastic model perturbations, derived from a La-
grangian perspective, can also be analysed in an Eulerian
framework. Figure 4 shows the differences in the number of

Figure 4. Difference in the number of grid points of vertical veloci-
ties at 500 hPa between the SPPT (red), SPP (yellow), SPP-CONV-
OFF (brown), and SPP-CONV-ONLY (purple) experiments and the
experiment with unperturbed model physics, IC-ONLY. Averaged
over 11 forecasts. The bin width is 0.02 Pa s−1. Note that the y axis
has a linear scale between −1 and 1 and a logarithmic scale for
values smaller than −1 and larger than 1.

grid points (i.e. difference histograms) associated with values
of vertical velocities (i.e. ω at 500 hPa) between the experi-
ments with perturbed model physics and the experiment with
an unperturbed model. The negative value range on the x axis
corresponds to upward motion, whereas positive values rep-
resent downward motion. For all scales of vertical motion,
model physics perturbations through SPPT and SPP result in
very similar changes in the occurrence of vertical velocities:
in the upward spectrum of the histogram, SPPT and SPP are
characterised by a structure with two maxima in the regions
of very rapid ascents (ω <−0.4 and ω <−0.6 Pa s−1, re-
spectively) and very slow ascents (−0.2< ω <−0.05 and
−0.3< ω <−0.05 Pa s−1, respectively), showing that ver-
tical motions in these value ranges occur more often with
SPPT and SPP than without model perturbations. This in-
crease is compensated for at the expense of moderate ascents
(negative values in the range of −0.4< ω <−0.2 Pa s−1

for SPPT and −0.6< ω <−0.3 Pa s−1 for SPP) and very
slow vertical velocities that are almost at rest (−0.05< ω

< 0 Pa s−1). On the downward side of the spectrum, verti-
cal velocities are uniformly accelerated through both SPPT
and SPP, as shown by the decreased number of grid points
with slow downward motions (0< ω < 0.1 Pa s−1) and an
increased number of grid points with faster downward mo-
tions (ω > 0.1 Pa s−1). Qualitatively, the vertical motions are
altered similarly by perturbations to only convection and by
perturbations to all other parametrisations, but in line with
the trajectory diagnostics, the effect on the largest upward ve-
locities is slightly weaker when the convection parametrisa-
tion remains unperturbed. Overall, the impact of the schemes
on mid-tropospheric vertical velocities can be interpreted as
an acceleration in two different regimes:

1. Fast updrafts are increased at the expense of moderate
ascents (reflected in the increased number of rapidly as-
cending airstreams obtained from the Lagrangian ap-
proach).
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2. Air parcels at rest (i.e. with very small or negligible up-
and downward velocities) are accelerated.

Qualitatively, the increased upward mass flux is compensated
for by a uniform acceleration of downward velocities. Over-
all, SPPT and SPP amplify the vertical circulation of the at-
mosphere.

Even though the histograms of SPPT and SPP are very
similar, there are some minor differences in the detailed
structure of the occurrence frequencies: in the regime of the
very rapid ascents, SPPT results in a more pronounced accel-
eration, visible by the larger values and the broader range (x
axis intersect at about−0.4 Pa s−1 for SPPT and−0.6 Pa s−1

for SPP). This also results in a shift in the velocity range
in which the differences between the experiments with per-
turbed and unperturbed physics are negative. Nevertheless,
the differences across the experiments with perturbed model
physics are very small, indicating that the different pertur-
bation techniques result in very similar changes to the ver-
tical velocities. The good agreement between the responses
of both the rapidly ascending airstreams detected by trajec-
tory analysis and the vertical motions from an Eulerian per-
spective between SPPT and SPP suggests that the underlying
mechanism through which the perturbations act is similar for
the two schemes.

The results presented so far show that the investigated
stochastic model uncertainty representations all result in a
similar unidirectional response of the vertical velocities in
the model (i.e. acceleration of vertical velocities in two
regimes), even though the introduced perturbations are ran-
dom and symmetric and have a zero mean (Leutbecher et al.,
2017; Lang et al., 2021). Pickl et al. (2022) argue that such
a one-sided response could result from meteorological pro-
cesses, which are characterised by a distinct threshold be-
haviour and are more likely to be triggered by perturbations
in one direction than to be suppressed by a perturbation of
the same amplitude but of opposite sign. Examples of such
processes are the triggering of atmospheric convection or the
formation of clouds or precipitation. Therefore, Pickl et al.
(2022) concluded that perturbation techniques other than
SPPT could also result in similar effects. Both SPPT and SPP
introduce perturbations that are the largest where parametri-
sations are active, for example in regions with cloud forma-
tion or precipitation (Leutbecher et al., 2017). Diabatically
driven rapid ascents are mainly located in such regions, re-
sulting in large perturbations that are likely to trigger more
air parcels to rise than retain air parcels in the lower tropo-
sphere. At this point, it would be interesting to also investi-
gate perturbation schemes that represent other types of model
error unrelated to the model physics (e.g. perturbations to
the dynamical core). Comparing such schemes in this con-
text could advance the understanding of which properties of
perturbation schemes result in a one-sided model response.
This is, however, beyond the scope of this study.

3.2 Implications for the model climate

It was shown that stochastic perturbations in the fore-
cast model have a systematic impact on rapidly ascending
airstreams and on vertical velocities in general. Up- and
downward motions are an important component of the atmo-
spheric circulation and are linked to atmospheric phenomena
on different spatio-temporal scales. Therefore, imprints of
the modulations of vertical velocities should also be reflected
in simulated weather activity that is directly or indirectly
linked to vertical motions. In this section, we evaluate the
impact of stochastic model uncertainty schemes on two such
phenomena: precipitation (Sect. 3.2.1) and the representation
of the upper-level Rossby wave amplitude (Sect. 3.2.2).

3.2.1 Precipitation

Following Pickl et al. (2022), who have investigated the im-
pact of SPPT on global precipitation sums, we expand their
analysis to SPP and its variants. In Fig. 5, the differences in
the number of grid points of precipitation rates between the
experiments with perturbed forecast models and IC-ONLY
are shown. As for the previously discussed diagnostics, the
experiments with model physics perturbations (SPPT and
SPP) show a very similar pattern, with increased occurrence
frequencies for precipitation rates below 0.5 mm h−1 and
above 1.8 mm h−1 for SPPT and 2 mm h−1 for SPP, whereas
the number of grid points with precipitation rates in be-
tween is decreased compared to IC-ONLY. The SPP sen-
sitivity experiments qualitatively show a behaviour similar
to that of SPP and SPPT, but perturbations only in the con-
vection scheme result in a larger increase in the largest pre-
cipitation rates than perturbations to all other parametrisa-
tions. The patterns of all experiments strongly resemble the
bimodal structure of the changed mid-tropospheric upward
motions (see Fig. 4). Thus, the modulation of upward motion
is consistent with and might control the modulation of the
precipitation frequencies.

3.2.2 Large-scale extratropical circulation

Due to the large impact that rapidly ascending airstreams
in the form of WCBs exert on the evolution of the large-
scale flow through ridge amplification (e.g. Grams et al.,
2011), the question arises whether the signal of the altered
occurrence frequencies of WCBs through stochastic pertur-
bations is propagated upscale and whether the upper-level
Rossby wave pattern is amplified through model uncertainty
schemes. We approach this question by comparing the sums
of the areas of objectively detected upper-level ridges and
troughs (i.e. the Rossby wave amplitude; see Sect. 2.3 and
Fig. 1) in the experiments with and without model uncer-
tainty representations. Due to the limited sample size of this
diagnostic (i.e. only one value per forecast valid time), we
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Figure 5. As Fig. 4 but for precipitation rates (mm h−1) and a bin width of 0.1 mm h−1.

omit the SPP-CONV-ONLY and SPP-CONV-OFF experi-
ments with only 11 initial times.

Equivalent latitude

The classification of each grid point required to determine
the Rossby wave amplitude depends on the data set which
is used for the identification of the equivalent latitude 8eq.
Prior to the analysis of the Rossby wave amplitude, we there-
fore investigate the behaviour of8eq (i.e. the average latitude
of the Rossby wave pattern) and its differences between the
simulations. Figure 6 shows the mean evolution of8eq in the
different experiments (coloured lines) and in the reanalysis
data set (grey line) with forecast lead times on different isen-
tropic levels. Note that the drift of 8eq in ERA5 results from
the investigation period that lies at the transition between late
summer and autumn (see Sect. 2). The average 8eq on an
isentropic surface follows the yearly temperature cycle and
is located further poleward in the warm season than in the
cold season, resulting in a southward shift of 2–3° during the
considered 12 d lead time (Fig. 6). Note that the diurnal cy-
cle present in both the reanalysis data set and the experiment
data set is a result of temperature-induced fluctuations in PV
in regions of high topography (e.g. over the Tibetan Plateau),
where the isentropic surfaces intersect topography.

Comparing the experiment SPPT to IC-ONLY shows that,
despite identical initial conditions, the southward drift of8eq
is more pronounced in the experiment without model physics
perturbations on all isentropes. This displacement of 8eq in
SPPT with respect to IC-ONLY corresponds to a poleward
and upward shift of the hemispheric tropopause with stochas-
tic perturbations. Apart from 320 K, where the differences
between the data sets are minor, 8eq decreases at a faster
rate in the reanalysis data set than in the experiments. The
representation of 8eq in IC-ONLY is therefore more consis-
tent with reanalysis than in the experiment with SPPT. The
evolution of 8eq in SPP largely follows SPPT.

Figure 6. Evolution of 8eq with forecast lead times in the experi-
ments and in ERA5 at the (a) 320 K, (b) 325 K, and (c) 330 K isen-
tropic levels. Averaged over 20 ensemble members and 32 initial
times. The bars display the 10 %–90 % confidence interval for each
experiment computed by sub-sampling the data set 10 000 times
(shown only every 24 h).

Even though the differences between the experiments are
very small (and statistically not significant), they have impor-
tant implications for the determination of the Rossby wave
amplitude, as the computations of the ridge and trough ar-
eas are based on the chosen 8eq. In our case, the choice of
an independent 8eq (as done in Gray et al., 2014) results in
biased ridge and trough areas, as the Rossby wave patterns
are shifted relative to each other but are evaluated against
an identical8eq, which does not represent the corresponding
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dynamically coherent, hemispheric-mean background state.
Therefore, instead of using 8eq of a reference data set, we
use 8eq of each individual experiment and reanalysis for
each ensemble member and valid time to detect the upper-
level troughs and ridges in its respective model background.
This approach results in balanced areas of ridges and troughs
on a given isentropic surface.

Rossby wave amplitude

Figure 7 shows how the area of upper-level ridges and
troughs (i.e. Rossby wave amplitude) evolves on average
with forecast lead time on different isentropic levels. The
analysed amplitude (ERA5, grey line) on the 325 K isen-
trope (panel b) amounts to 2.35–2.4× 107 km2, which corre-
sponds to about 9 % of the area of the Northern Hemisphere.
On 320 K (panel a), the amplitude increases with lead time,
whereas it decreases on 330 K (panel c). This is again due to
the experimentation period in the transition time from sum-
mer to autumn, when ridge and trough areas become larger
on lower isentropes. Note that the cyclic behaviour, espe-
cially at 320 K, is due to the short data period with forecast
initialisations every second day, resulting in auto-correlated
time series and a distinct impact of single events. Analysing
the evolution of the Rossby wave amplitude in the IC-ONLY
experiment (blue lines in Fig 7) clearly indicates that the
forecasts underestimate the waviness of the upper-level flow
on all isentropes. On 320 and 325 K, the amplitude is only
slightly underestimated until forecast day 6–7 (144–168 h).
Afterwards, the difference from ERA5 becomes larger, end-
ing up with a reduction in the amplitude of approximately
2.8× 106 km2 (11 %) at 320 K on forecast day 12 compared
to ERA5. On the other isentropic levels, the underestimation
is not as pronounced as on 320 K but still amounts to 8 % on
325 K and 4 % on 330 K with respect to ERA5. These results
show that undulations of the upper-tropospheric waveguide
become less pronounced with forecast lead time. This re-
sults in an overall too-zonal flow configuration on the hemi-
spheric scale. The model drift to less amplified Rossby waves
is a well-known systematic bias in NWP models: Gray et al.
(2014) reported a systematic decrease in the ridge areas in
the Northern Hemisphere in several winter seasons and in
different models. They argued that erroneous representations
of diabatic processes are a possible reason for these system-
atic errors, while Martínez-Alvarado et al. (2018) found that
the decrease in the Rossby wave amplitude can partly be
attributed to deficiencies in the dynamical core of forecast
models. From a dynamical perspective this behaviour is re-
lated to a decrease in or an underestimation of the PV gra-
dient along the dynamical tropopause (i.e. tropopause sharp-
ness) with forecast lead time, which is another long-standing
issue of NWP models (Gray et al., 2014; Saffin et al., 2017;
Martínez-Alvarado et al., 2018; Schäfler et al., 2020). We
have, however, omitted this aspect of Rossby wave dynamics
in our study and focus on the amplitude only.

Figure 7. The lines show the mean evolution of the Rossby wave
amplitude with forecast lead time in the IC-ONLY (blue), SPPT
(red), and SPP (yellow) experiments and in ERA5 (grey) on the
(a) 320 K, (b) 325 K, and (c) 330 K isentropic levels. Averaged over
all 32 forecasts and 20 members. The bars display the 10 %–90 %
confidence interval for each experiment computed by sub-sampling
the data set 10 000 times (shown only every 24 h). Note that the
values on the y axis are in units of 107 km2.

Next, we analyse in more detail the effect of stochastic
parametrisations on the Rossby wave amplitude in the model
forecasts. In the experiment with SPPT, the amplitude is in-
creased slightly compared to the experiment without model
physics perturbations. The signal is, however, quite small,
and the mostly overlapping confidence intervals of the ex-
periments indicate that the differences lack statistical signif-
icance. At forecast initialisation, SPPT and IC-ONLY have
identical values (both start at the same initial conditions),
but the areas gradually decrease with forecast lead time in
IC-ONLY compared to SPPT. This is especially visible at
320 K, where the amplitude on forecast day 12 in SPPT is
increased by approximately 1 % (equivalent to an area of
2.3× 105 km2) compared to IC-ONLY. On 325 K, this be-
haviour is also apparent but less pronounced. On 330 K, the
Rossby wave amplitude in SPPT is increased up to fore-
cast day 8 (192 h) but is then very similar or even larger
in IC-ONLY until the end of the forecast. Still, the general
picture is that SPPT increases the amplitude of the upper-
level Rossby wave pattern slightly compared to unperturbed
physics, especially on 320 and 325 K. As the experiments
generally underestimate the Rossby wave amplitude com-
pared to reanalysis, the increase by SPPT results in an im-
provement in the representation of the waviness of the upper-
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level circulation. SPPT thereby helps to protect the upper-
level ridge and trough areas against the systematic lead-
time-dependent degeneration of the Rossby wave amplitude.
Overall, the magnitude of the effect is quite small.

Similarly to the SPPT scheme, SPP also increases the am-
plitude of the upper-level Rossby wave pattern slightly com-
pared to the reference simulation with unperturbed model
physics; on 320 and 325 K in particular, the amplitude is
larger with SPP than without model perturbations. Compared
to SPPT, the effect is smaller, and the lines of IC-ONLY and
SPP diverge at later lead times than those of IC-ONLY and
SPPT.

Overall, we observe differences between the experiments
with and without stochastic parametrisations, and the in-
creased Rossby wave amplitude is consistent with the in-
creased frequency of rapidly ascending airstreams in the ex-
tratropics. Nevertheless, the signals are rather small, and the
differences lie within the confidence intervals of the experi-
ments. To increase the confidence in our results, we analyse
the Rossby wave amplitude in an additional data set in the
subsequent section.

Inferences from operational (re-)forecasts

Due to the experimental setup consisting of only 32 fore-
casts and 20 ensemble members (i.e. 640 cases) and the fact
that the ridge area diagnostic only yields 1 scalar number
per valid time, the robustness of the previously discussed
results of the lead-time-dependent evolution of the Rossby
wave amplitude has to be demonstrated. We attempt to do
this by making use of the findings from Pickl et al. (2022)
and substantially enlarge the sample size by comparing the
Rossby wave amplitudes in the unperturbed control member
of operational ECMWF reforecasts to the perturbed mem-
bers (SPPT+ ICP). We analyse 3200 ensemble forecasts in
total, initialised in winter, spring, and autumn between 1997
and 2017, which, additionally to increasing the sample size,
allows us to investigate seasonal differences in the effect of
stochastic parametrisations on the Rossby wave structure.
Note that the perturbed forecasts have 10 members, while the
unperturbed control member is a deterministic run, which re-
sults in different sample sizes of the two data sets (n= 32000
for the perturbed forecasts and 3200 for the unperturbed fore-
casts).

Figure 8 shows the mean evolution of the Rossby wave
amplitude of the perturbed (solid) and unperturbed (dashed)
members as a function of lead time for forecasts initialised
in winter (a), spring (b), and autumn (c; note the different
ranges of the y axes). In all seasons, the Rossby wave ampli-
tude is on average larger in the perturbed forecasts than in the
unperturbed forecasts, with the largest signal in autumn (on
average 0.65 % difference), followed by winter (0.45 %) and
spring (0.2 %). In winter (panel a), the differences between
perturbed and unperturbed members are the largest until lead
times of about 4–7 d (about 1 % difference). After that, the

Figure 8. Average evolution of the Rossby wave amplitude at
320 K, with the forecast lead time for perturbed (PF; solid lines) and
unperturbed reforecasts (CF; dashed lines) initialised twice weekly
between 1997 and 2017 in winter (a, blue), spring (b, turquoise),
and autumn (c, orange). The bars display the 10 %–90 % confidence
interval for the two data sets at each valid time, computed by resam-
pling the data set 10 000 times. Note the different ranges of the y
axis in each panel. Note that the values on the y axis are in units of
107 km2.

difference between the two data sets does not increase and
even vanishes around forecast day 15. Perturbed forecasts
initialised in spring (panel b) are characterised by only a
slightly increased Rossby wave amplitude compared to the
unperturbed forecasts (maximum of about 0.6 %–0.8 % at
day 11, but mostly smaller values are present). In autumn, the
difference in the Rossby wave amplitude between perturbed
and unperturbed members is the largest and increases with
forecast lead time, reaching differences of up to 0.8 %–1.2 %
during lead times of 12–15 d. Surprisingly, the largest differ-
ence in all seasons is observed for the initial time. This shows
that the initial condition perturbations strongly increase the
waviness of the upper-level flow for the first few forecast
hours.

The comparison of perturbed and unperturbed members
of ECMWF reforecasts confirms the main findings from
the sensitivity experiments in the previous section. Even
though only one isentropic level (θ = 320 K) and one scheme
(SPPT) is investigated, the larger sample size allows for an
assessment of the robustness of the observed patterns. In the
experimentation period, which is mainly in the autumn of
2016, the amplitude of the upper-level wave pattern on 320
and 325 K is increased when perturbations through SPPT or
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Figure 9. WCB trajectory counts in perturbed members (left axis,
coloured bars) and ratio of WCB trajectory numbers between op-
erational medium-range forecasts with and without perturbations
(right axis, coloured lines) initialised in winter (blue, cross hatch-
ing), spring (turquoise, dotted), and autumn (orange, line hatching)
for operational ECMWF medium-range forecasts during the period
from December 2018 to November 2021. The thick lines denote
ratios which are statistically significantly different from 1 at a con-
fidence level of 95 % estimated with a 1000-sample bootstrapping
technique.

SPP are active. In this analysis, a quantitatively very simi-
lar pattern is found for the reforecasts initialised in autumn,
where the order of magnitude (O(1%)) of the observed ef-
fect is similar. This behaviour can therefore be considered
to be robust, even though the sampling variability is mostly
larger than the signal (see overlapping bars in Figs. 7 and 8).
This uncertainty could most likely be reduced by further in-
creasing the sample size, e.g. with a larger ensemble or more
initial dates. On the other isentropic levels in the experiment
data set and in seasons other than autumn in the reforecast
data set, the signal is not as distinct as in autumn and on
320 K.

Due to the coarse resolution of the archived reforecast data
set, it is not possible to detect ascending airstreams using tra-
jectory analysis. We therefore make use of another data set
that consists of 2 years of operational medium-range ensem-
ble forecasts archived regionally for the North Atlantic do-
main, in which trajectory data are available (see Sect. 2.4).
Thereby, we assess whether the inter-seasonal differences
in the modulation of the amplitude of the upper-level flow
through SPPT (Fig. 8) are in agreement with the impact of the
model uncertainty schemes on rapidly ascending airstreams.
By comparing WCB trajectories in the unperturbed and per-
turbed members, the seasonal differences in the effect of
SPPT on the trajectory counts can be evaluated. Similarly
to Fig. 3, Fig. 9 shows that the ratio of the number of rapidly
ascending trajectories in the perturbed forecasts and in the
unperturbed forecasts is largely controlled by the latent heat-
ing rate along the ascent. The inter-seasonal differences are
in agreement with what has been observed for the seasonal
differences in the impact of SPPT on the Rossby wave am-

plitude: in autumn, the latent heating rates along rapidly as-
cending airstreams are the highest, leading to the greatest
increase in their frequency due to stochastic perturbations.
Consequently, Rossby waves are also most strongly affected.
In winter, the effect on the rapidly ascending airstreams is
smaller than in autumn, as the latent heating rates are de-
creased, and the effect on the Rossby wave amplitude is con-
sequently also smaller. In spring, the latent heating rates are
comparable to those in winter, but the absolute frequency of
WCBs is much smaller, and the diabatic influence on upper-
level ridge building is not as pronounced as in winter and
autumn, which is consistent with the weakest impact on the
Rossby wave amplitude in spring. This joint sensitivity of
the seasonal modulation of the rapidly ascending trajectories
and the Rossby wave amplitude to SPPT is a strong indica-
tion that the two signals are linked to each other. This insight
holds true even though two different data sets have been used,
as the impact of SPPT on the occurrence frequency of as-
cending trajectories has been shown to be robust for different
setups of the IFS (Pickl et al., 2022); therefore, we assume
that the WCB modulation through SPPT is similar in the two
data sets.

4 Discussion

In this study, we investigate the influence of different model
perturbation techniques in ECMWF’s ensemble prediction
system on rapidly ascending, diabatically driven airstreams
and explore the impact of these sensitivities for the repre-
sentation of weather phenomena that are related to ascend-
ing motions. This section discusses the presented results and
aims to link the findings of the individual sections in or-
der to develop a process-oriented understanding of how the
stochastic perturbations result in the observed responses.

SPPT and SPP, which both represent model uncertainty
related to physical parametrisations, have a very similar im-
pact on rapidly ascending airstreams and systematically in-
crease their occurrence frequencies. The impact of SPP is
more pronounced in the tropics, whereas SPPT has a larger
impact in the extratropical regions. This is in agreement with
Leutbecher et al. (2017), who report similar regional differ-
ences for ensemble spread between SPPT and SPP. Similar
sensitivities are evident when only parameters in the convec-
tion parametrisation scheme (SPP-CONV-ONLY) and in all
parametrisation schemes but convection (SPP-CONV-OFF)
are perturbed. This is an indication that the unilateral re-
sponse of the model does not depend on how the perturbation
is introduced (i.e. perturbation of the net tendencies or per-
turbation of the parameters) but where it is applied and if the
perturbation is taken up by nonlinear processes. To demon-
strate this beyond doubt, it would be necessary to conduct
additional sensitivity experiments with other configurations
of SPP (e.g. with perturbations only to the boundary layer
scheme), which is beyond the capabilities of this study. Our
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results indicate that the local amplitude of the perturbations
is a crucial factor in triggering a one-sided response in the
system. For both SPPT and SPP, the amplitude of the per-
turbations is on average large in regions of rapidly ascend-
ing airstreams, as these are typically associated with large
parametrisation tendencies (e.g. by the convection and mi-
crophysics schemes).

To determine whether the altered distributions of rapidly
ascending motions have an impact on other processes in the
forecast model, the response of precipitation and the large-
scale flow to the different model uncertainty schemes has
been analysed. The impact of the stochastic perturbation
schemes on precipitation can be directly attributed to the al-
tered vertical velocities, as the bimodal structure of the mod-
ifications of the upward motions with stochastic parametrisa-
tions is clearly reflected in the changes to precipitation.

The effect of the perturbations on the upper-level Rossby
wave amplitude, measured by the hemispheric sum of the ar-
eas of upper-level ridges and troughs, and their connection
to the altered occurrence frequencies of WCBs, are more
complex. The initial hypothesis that the increased diabatic
outflow from WCBs through stochastic model uncertainty
schemes should result in a more amplified upper-level flow
can be confirmed insofar that the ridge and trough areas are
larger with than without model perturbations. In our study,
we were able to show this by means of sensitivity experi-
ments and by analysing operational reforecasts. The order of
magnitude of the effect of SPPT and SPP on the rapidly as-
cending trajectories is, however, 1 order of magnitude larger
than the effect on the upper-level troughs and ridges: with
SPPT, for example, the counts of trajectories that are detected
as WCBs are increased by approximately 10 %–20 % in the
Northern Hemisphere extratropics (exact numbers depend on
the season; see Figs. 2 and 9), while the ridge and trough ar-
eas are increased by only up to 1 %. However, comparing
these two numbers with each other has to be done with cau-
tion because of the following considerations:

– The divergent outflow of diabatically enhanced ascents
is not the only process which contributes to the forma-
tion and amplification of upper-level ridges. For exam-
ple, Teubler and Riemer (2021) highlight that barotropic
wave dynamics at the tropopause, the interaction of
baroclinic cyclones with the upper-level flow, and other
diabatic processes (such as radiation and turbulence) in-
fluence troughs and ridges. Without the knowledge of
how these processes are changed by stochastic pertur-
bations, it is not possible to make a quantitative state-
ment on the role of altered WCB frequencies in the ridge
and trough areas. However, to the best of the authors’
knowledge, there are no studies on the systematic ef-
fects of perturbations on these processes.

– The trajectory count relies on the choice of a threshold
(ascent of at least 600 hPa within 2 d). Airstreams that
fail to fulfil this criterion (maybe by only a few hec-

topascals) are not considered in this diagnostic, even
though they might exert a similar impact on the upper
levels. Therefore, the trajectory count diagnostic might
not quantitatively capture the net effect of the diabat-
ically induced divergent outflow on the Rossby wave
amplitude.

– The dynamical response of the upper-level jet to the di-
vergent outflow of WCBs depends on the distance of the
outflow to the jet and on the outflow height relative to
the tropopause level (Grams and Archambault, 2016).
The tropopause height and the latitude of the 2 PVU
line (i.e. 8eq) are both increased through the perturba-
tions (see Fig. 6), which makes it more “difficult” for the
WCB outflow to impinge on the jet stream and to initi-
ate or amplify ridge building, assuming similar charac-
teristics of the WCB outflow (e.g. outflow height and
latitude) with and without perturbations.

From these aspects, it becomes clear that the modulated
WCB frequencies do not directly correspond to the changes
in the Rossby wave amplitude. Nevertheless, a causal re-
lationship between the effect of stochastic perturbation
schemes on the WCB occurrence and on the upper-level
Rossby wave patterns is supported by the following consid-
erations:

– While stochastic perturbations affect the vertical veloc-
ities in the forecasts immediately after they have been
applied (Pickl et al., 2022), the Rossby wave amplitude
with and without model perturbations is identical at the
beginning of the forecasts and diverges very slowly with
forecast lead time. This points towards a weak yet con-
stant forcing of the increased mass flux through the en-
hanced WCB activity on the upper-level ridges. The sat-
uration of the process (i.e. the decreasing and vanishing
differences in ridge and trough areas between perturbed
and unperturbed forecasts; see Figs. 7 and 8) could
arise from compensating effects of the model, without
which the differences would constantly grow with fore-
cast lead time.

– SPP alters the vertical velocities and the frequency of
WCB trajectories in a very similar way to SPPT, even
though the perturbation techniques differ from each
other.

– The analysis of the (re-)forecast archives has shown that
the trajectory counts and the Rossby wave amplitude
are modulated similarly across the seasons, with the
strongest impact in autumn and a weaker signal in win-
ter and spring. This points towards a direct interrelation
and a common underlying mechanism of the processes.

Our investigation adopts a novel, process-based perspec-
tive on the effects of stochastic perturbations on large-scale
extratropical circulation. In previous studies, it has been

Weather Clim. Dynam., 5, 927–942, 2024 https://doi.org/10.5194/wcd-5-927-2024



M. Deinhard and C. M. Grams: Process-oriented understanding of the impact of stochastic perturbations 939

shown that stochastic model perturbations improve the repre-
sentation of Euro-Atlantic weather regimes across different
model hierarchies (Dawson and Palmer, 2015; Christensen
et al., 2015), especially for such regimes that are charac-
terised by blocking anticyclones. In agreement with the pre-
sented results, the reported impacts on the large-scale circu-
lation are mostly very subtle, especially in numerical mod-
els of high complexity (e.g. Davini et al., 2021; Dorrington,
2021). Christensen et al. (2015) argue that stochastic forc-
ing enables a more realistic sampling of Lorenz-like attrac-
tors in models of reduced complexity, as the introduced noise
helps to transition between stable states of the system (i.e.
noise-induced regime transitions; Berner et al., 2015). Dor-
rington (2021) mentions that improved representations of the
Atlantic ridge regime in fully coupled simulations with SPPT
might be driven by improved tropical modes of variability
(i.e. ENSO) whose signal is transferred to the extratropics via
teleconnections. Martínez-Alvarado et al. (2018) state that
differences in the sharpness of the tropospheric waveguide
between perturbed and unperturbed forecasts are directly in-
duced by vorticity perturbations along the large gradients at
the dynamical tropopause. With our analysis, we contribute
to the discussion and propose a coherent process chain of
how the random perturbations affect the model climate: the
distinct threshold behaviour in the dynamics of rapidly as-
cending, diabatically enhanced airstreams results in a one-
sided response of the symmetric perturbations through SPPT
or SPP. The increased occurrence frequency of the ascending
airstreams, for example in the form of WCBs, is then pro-
jected to related weather phenomena, such as the upper-level
Rossby wave pattern, which ultimately changes the model
climate of the large-scale circulation.

5 Conclusions and outlook

With the presented analysis, we compare the effect of differ-
ent model uncertainty schemes applied to ECMWF’s ensem-
ble prediction system on rapidly ascending airstreams and
provide a coherent explanation of how stochastic perturba-
tions can influence the mean state of the forecast model. We
thereby contribute to the discussion about how the large-scale
extratropical flow is modified through stochastic model per-
turbations on a process level. We argue that stochastic per-
turbation schemes change the distribution of precipitation
and slightly amplify the upper-level Rossby wave pattern by
modulating the occurrence frequency of vertical motions (es-
pecially of rapidly ascending, moist airstreams), which oc-
curs due to the nonlinear nature of systems that are charac-
terised by threshold behaviour (Pickl et al., 2022).

In order to further substantiate the causal relationship be-
tween the modulated ascending airstreams and the slightly
increased Rossby wave amplitude, further sensitivity exper-
iments have to be conducted. Apart from more ensemble
members or forecast initialisations, which could yield a more

robust signal, an experimental setup with perturbations con-
fined to specific height layers of the troposphere (e.g. only
in the upper troposphere) would shed light on whether the
observed effect is caused locally or by a vertical propaga-
tion of the perturbations. Similarly, perturbations could be
applied solely in pre-defined regions (e.g. only in the trop-
ics) to determine if the signal originates from remote regions
and is propagated by tropical–extratropical teleconnections.
Further, a more quantitative framework that uses PV ten-
dencies to evaluate barotropic, baroclinic, and divergent con-
tributions to upper-level flow features (Teubler and Riemer,
2021) could be applied to ensemble experiments to gain fur-
ther insights into how perturbations affect the model dynam-
ics. However, all of these proposed approaches require a sig-
nificant amount of resources with respect to experimental de-
sign, model implementations, and computational power and
are therefore beyond the scope of this study.
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