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Abstract. Mountain glaciers are located in highly complex
terrain, and their local microclimate is influenced by moun-
tain boundary layer processes and dynamically induced grav-
ity waves. Previous observations from turbulence flux tow-
ers, as well as large-eddy simulations, over the Hintereis-
ferner (HEF) glacier in the Austrian Alps have shown that
down-glacier winds are often disturbed by cross-glacier flow
from the north-west associated with gravity waves. In this
work, we explore how changing the ice surface coverage up-
stream of HEF influences this gravity wave formation and in-
tensity and the feedback that this has on boundary layer flow
over HEF. In semi-idealized large-eddy simulations, we ex-
plore the impact of changing surface properties on HEF’s mi-
croclimate by removing the upstream glaciers only (NO_UP)
and removing all ice surfaces (NO_GL). Simulations suggest
that removing the upstream glaciers (which causes a change
in boundary layer stratification from stable to unstable) leads
to a weaker gravity wave that breaks earlier than in the refer-
ence simulation, resulting in enhanced turbulent mixing over
HEF. As a consequence, this leads to higher temperatures
over the HEF tongue. Removing all glaciers results – as ex-
pected – in higher temperatures of up to 5 K over the miss-
ing ice surfaces, while the gravity wave pattern is similar to
that in the NO_UP simulation, indicating that the upstream
boundary layer exerts dominant control over downstream re-
sponses in such highly dynamic conditions. Furthermore, the
results show that the upstream glaciers have a stabilizing ef-
fect on the boundary layer, impacting gravity wave forma-
tion, downslope windstorm intensity, and their feedback on
the flow structure in valleys downstream. This case study

shows that a single glacier tongue is not isolated from its en-
vironment under strong synoptic forcing and that surround-
ing glaciers and local topography have to be taken into ac-
count when studying atmosphere–cryosphere exchange pro-
cesses.

1 Introduction

The Earth’s mountainous regions are important sources of
global freshwater and are strongly affected by climate change
and elevation-dependent warming (Hock et al., 2022; Byrne
et al., 2024; Pepin et al., 2022). In recent years, the European
mountain cryosphere (permafrost, glaciers, snow) has under-
gone significant change (Beniston et al., 2018), with decreas-
ing overall snow depths (Matiu et al., 2021) and rapid and
accelerating glacier recession (e.g. Voordendag et al., 2023;
Cremona et al., 2023; Rounce et al., 2023). While there is a
clear scientific consensus regarding the large-scale patterns
of glacier recession, there is still a knowledge gap related
to how glacier shrinkage influences the mountain boundary
layer (MoBL; Lehner and Rotach, 2018) and how that in turn
will influence subsequent glacier melt (Beniston et al., 2018).

The MoBL represents a complex multiscale interaction be-
tween the surface, complex heterogeneous topography, and
the atmosphere aloft, with MoBL processes occurring on
timescales of 1 h to several hours (Rotach and Zardi, 2007;
Lehner, 2024; Pfister et al., 2024). Some of the major features
of the MoBL are thermally induced circulation at multiple
scales, from slope flows to valley winds up to Alpine pump-
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ing (Zardi and Whiteman, 2013; Goger and Dipankar, 2024),
which together can influence the exchange of heat, mass, and
momentum between the surface and the free atmosphere. Eu-
ropean glaciers are located in mountainous terrain, and al-
though they develop their own microclimate with persistent
katabatic down-glacier flows, they are also affected by val-
ley winds and/or the larger-scale synoptic flows (Oerlemans,
2010; Potter et al., 2018). Under a warming climate, recent
observations and modelling over the Haut glacier d’Arolla in
the Swiss Alps suggest that with decreasing glacier ice area,
the thermally induced up-valley flow progressively domi-
nates the glacier microclimate and ultimately might con-
tribute to increased melting (Shaw et al., 2023, 2024). Con-
way et al. (2021) suggest that local glacier boundary layer
flow is also influenced by local breeze systems induced by
larger ice fields nearby (ice field breezes) and that a single
glacier tongue is not isolated from its environment.

Besides thermally induced flows, larger-scale synoptic
forcing has a non-negligible impact on local glacier boundary
layers (e.g. Litt et al., 2017; Mott et al., 2020). When strat-
ified flow is displaced vertically by topography, it is forced
to leave its hydrostatic equilibrium, leading to the formation
of gravity waves, more specifically lee waves (e.g. if an in-
version or a decrease in the Scorer parameter with height
is present; Scorer, 1949), where the lee wave amplitude de-
pends on the topography height, shape, and upstream pro-
files of vertical wind shear and atmospheric stability (Jackson
et al., 2013). Gravity waves are common over the Alps (Jiang
and Doyle, 2004), and large-amplitude gravity waves can
lead to supercritical flow in the lee of mountains, resulting
in downslope windstorms (e.g. föhn winds; Gohm and Mayr,
2004). The supercritical flow can form due to wave break-
ing aloft (visualized as overturning isentropes and associated
with severe turbulence) or along an inversion; can plunge into
valleys, interacting with the local boundary layer and mod-
ifying its spatiotemporal structure (Jiang et al., 2006; Adler
and Kalthoff, 2016; Kalthoff et al., 2020; Haid et al., 2022);
and under appropriate conditions can lead to boundary layer
separation (French et al., 2015; Grubišić et al., 2015) and
turbulent flow reversal at the surface, associated with the for-
mation of atmospheric rotors (Grubišić et al., 2008; Strauss
et al., 2015; Vosper et al., 2018). Because melting glaciers ex-
hibit a constant surface temperature of 0 °C and are compara-
tively smoother than ice-free mountainous areas, glaciers can
themselves influence the very formation of gravity waves. In
a study of föhn flow over the Larsen C ice shelf, Antarctica,
Turton et al. (2018) hypothesize that upstream ice surfaces
influence the isentrope drawdown in downslope windstorms.
A numerical sensitivity study over Hofsjökull ice cap, Ice-
land, suggests that downslope windstorms are stronger due
to the stabilizing effect of the ice surfaces on gravity waves,
while removing the ice cap from the simulation domain led to
weaker gravity waves (Jonassen et al., 2014); the authors at-
tribute this pattern change mostly to different surface rough-
ness with a minimal effect of temperature change.

Many of the aforementioned phenomena were observed
during the Hintereisferner experiment (HEFEX, Mott et al.,
2020), a measurement campaign at the Hintereisferner (HEF)
glacier, Austrian Alps. Along- and across-glacier transects of
eddy-covariance (EC) stations allowed the analysis of spatial
heat advection patterns. The distinct katabatic down-glacier
flow was often disturbed by lateral (cross-glacier) flow in
20 % of the data. Within the HEFEX observational set-up,
the reason for these disturbances could not be immediately
identified, and one of the major questions was the origin of
this cross-glacier flow. A large-eddy-simulation (LES) set-up
was used to investigate the nature and source of these cross-
glacier disturbances (Goger et al., 2022). With a horizontal
mesh size of 48 m, the model was able to simulate mesoscale
wind patterns on the glacier for both summer and winter
successfully, but small-scale glacier boundary layer features
were not resolved accurately (e.g. the katabatic down-glacier
flow; Goger et al., 2022; Voordendag et al., 2024).

Under north-westerly synoptic flow, the simulation
showed that a gravity wave forms upstream of HEF over the
surrounding smaller glaciers. In agreement with the observa-
tions, the LES showed that this gravity wave was responsible
for the erosion of the glacier boundary layer over the glacier
tongue. However, the role of the upstream glaciers in grav-
ity wave formation that influences these cross-glacier dis-
turbances remains unclear. Given the influence of boundary
layer type on the gravity wave response, we hypothesize that
the upstream glaciers have a crucial influence on the flow on
HEF. In the follow-on study presented here, we therefore ex-
pand on the Hintereisferner case study under north-westerly
flow from Goger et al. (2022) by replacing upstream glacier
surfaces with bare rock in a semi-idealized set-up to address
the following research questions.

– What is the impact of removing upstream glacier sur-
faces on gravity wave formation, breaking, and associ-
ated downstream flow structure on the HEF glacier?

– How are surface exchange and temperature patterns on
the glacier influenced by the modified flow structure af-
ter removing upstream glacier surfaces?

The paper is organized as follows: in Sect. 2, we describe
the area of interest, our model set-up, and the analyses pre-
sented. The results are presented in two sections: Sect. 3 de-
scribes the impact of the changing ice surfaces on the wind
structure and upstream profiles, followed by Sect. 4, where
we investigate the impact of the missing upstream glaciers
on the sensible heat fluxes, advection patters, heat budget,
and 2 m temperatures on the (remaining) glacier, before we
discuss the results and conclude.
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2 Methods

2.1 The Hintereisferner (HEF) glacier

Hintereisferner (HEF) is a large valley glacier in the Ötz-
tal Alps, Austria. In 2018 (the year of our case study), HEF
was around 6.3 km long, descending from its highest point,
Weißkugel (3738 m a.m.s.l., metres above mean sea level),
to 2460 m a.m.s.l., where the glacier tongue terminates. The
glacier has been subject to continuous mass balance monitor-
ing and meteorological observations for more than 70 years
(Obleitner, 1994; Strasser et al., 2018) and is one of the
benchmark glaciers of the World Glacier Monitoring Net-
work (WGMS, 2017). The glacier, the same as the rest of
the European mountain cryosphere (Beniston et al., 2018),
has been affected by persistent and accelerating mass loss
since the 1980s. While HEF has lost around 1 m of ice thick-
ness per year over the last 20 years (Piermattei et al., 2024),
extreme mass loss has been observed in some recent years
(− 3319 kg m−2 in 2022, 3.2 times higher than the long-
term mean for 1991–2020; Voordendag et al., 2023). The
HEFEX campaign took place on the glacier in the sum-
mer of 2018 (Mott et al., 2020), revealing persistent kata-
batic down-glacier flow but also frequent intrusions from the
north-west (20 % of observation data), leading to erosion of
the glacier boundary layer. These disturbances were inves-
tigated by Goger et al. (2022) using numerical simulations,
revealing gravity waves over the north-western ridge to be
the major mechanism behind the intrusions into the katabatic
flow.

2.2 Numerical model

We employ the Weather Research and Forecasting (WRF)
model version 4.1 (Skamarock et al., 2019) for our numerical
study. Most of the model set-up is as in Goger et al. (2022);
therefore, we only repeat the most relevant information for
the present study. We use a nested set-up consisting of four
domains, where the outermost domain spans Europe, with
1x = 6 km, and receives ERA5 reanalyses (Hersbach et al.,
2020) as boundary and initial conditions. We subsequently
decrease the domain sizes to 1x = 1 km, 1x = 240 m, and
to the innermost domain at 1x = 48 m (Goger et al., 2022,
their Fig. 1b). The lowest model level in the innermost do-
main is at 7 m, resulting in the lowest model half-level height
of z= 3.5 m. We use the Thompson microphysics (Thomp-
son et al., 2008), the MM5 revised surface layer scheme
(Jiménez et al., 2012), and the RRTMG two-stream radiation
scheme (Iacono et al., 2008), with topographic shading for
all domains. We switch off the boundary layer parameteriza-
tion in the two innermost domains and employ the turbulence
closure following Deardorff (1980). Since the boundary layer
flow is of a turbulent nature, we utilize the online averaging
module WRF LES diagnostics by Umek (2020) and create
15 min averages of selected model variables.

The reference simulation (REF) is a real-case simulation
of the glacier boundary layer from 17 August 2018 (Fig. 1a),
where the synoptic flow direction was mostly north-westerly,
resulting in sustained disturbance of the glacier boundary
layer (Goger et al., 2022, their north-west day case study).
For this study, we conduct two additional sensitivity simula-
tions of domain 3 (1x = 240 m) and domain 4 (1x = 48 m)
with changes in glacier ice surfaces: for the first sensitiv-
ity run, we replace the upstream glacierized area north of
HEF (NO_UP, Fig. 1b), with the land use category of the
surroundings, namely bare rock, while the topography re-
mains the same. For the second sensitivity run, we replace
all glacier surfaces in the domain, including HEF, with the
bare rock land category (NO_GL, Fig. 1c). Table 1 shows
the differences in surface parameters between the two land
use categories according to Pineda et al. (2004).

At this point, we want to mention that the two sensitiv-
ity runs do not represent realistic glacier surfaces under fu-
ture climate projections (Zekollari et al., 2019) because these
projections predict continuous shrinkage of all ice surfaces
instead of removing the entire upstream glaciers, as is the
case in our NO_UP run. Furthermore, real-world glacier re-
cession progresses from lower to higher elevations, while
our case study involves the unrealistic removal of the high-
elevation ice surrounding HEF. However, the aim of this
study is not to investigate the glacier boundary layer devel-
opment under future climate scenarios but rather to isolate
and explore the role of the upstream glacier land cover on
the local boundary layer over HEF and the associated surface
exchange. Therefore, we consider the NO_UP and NO_GL
runs to be semi-idealized simulations. All simulations were
initialized on 17 August at 03:00 UTC and ran for 18 h. All
further time information in this publication refers to UTC,
so we will omit UTC at all further occurrences. The first 3 h
of simulation time are considered model spin-up (while the
land use remains constant for the entire simulation time) be-
cause our phenomena of interest (gravity waves, boundary
layer processes) have timescales of 1 h or less. We inves-
tigate the time period from 06:00 until 12:00 because REF
delivered the most reliable results in comparison with obser-
vations from the HEFEX campaign during this time period
(Goger et al., 2022). REF starts to deviate from the obser-
vations after 12:00 (Goger et al., 2022, their Fig. 2) due to
the well-known scale separation problem in LES (Schemann
et al., 2020; Umek et al., 2021). This time period is rela-
tively short, but since observations suggest that the situation
over the glacier does not change drastically from 12:00 un-
til sunset, an extended analysis does not bring new insights.
Since we analyse a situation dominated by dynamically in-
duced processes, we assume that thermal effects, such as the
thermally induced valley flow circulation, are secondary. Fur-
thermore, we only show the output of domain 4 for our anal-
ysis, and any numerical data mentioned will stem from this
domain at 1x = 48 m.
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Figure 1. Overview of the model topography of the innermost domain (colours and contour lines) and the glacier outlines (light blue) for
(a) the reference run with realistic glacier outlines (REF), (b) no upstream glaciers (NO_UP), and (c) no glaciers at all (NO_GL). The black
lines show the cross-section lines used in the analysis, the red dot shows the location of the HEF tongue, and the red star shows the upstream
location used in the discussion of the results.

Table 1. Surface parameters from the CORINE dataset for the two land use categories, snow or ice and bare rock, for the summer season,
following Pineda et al. (2004).

Land use category Albedo Moisture Emissivity z0 (cm) Thermal inertia
(%) availability (%) (% at 9 µm) (1 W m−2 k−1 s1/2)

Snow or ice 41.5 95 96.1 5 418
Bare rock 16.9 2 96.5 10 2948

At the current horizontal grid spacing (1x = 48 m), not
all scales in the LES are resolved equally well. As for all
real-case LESs, the scale separation problem (isolating the
smaller from the larger scales) is inherent (Schemann et al.,
2020). This leads to a better representation of the larger
scales (e.g. the dynamically induced gravity wave), which is
also evident in the north-west day simulation of Goger et al.
(2022), where they noted too strong erosion of the glacier
boundary layer by the gravity wave. Furthermore, we cannot
expect that the small-scale stable boundary layer over HEF is
resolved accordingly (both in the vertical and horizontal), be-
cause according to Cuxart (2015), horizontal grid spacing of
less than 10 m is necessary to simulate stable boundary layers
in a realistic way. Still, since we focus in this study mostly on
dynamically driven processes, we think that we can provide
important information regarding the impact of gravity wave
formation on the glacier boundary layer flow development.

2.3 Analyses performed

2.3.1 Cross-sections

The atmospheric structures of the different simulations are
presented as vertical slices along the transects shown in
Fig. 1, and the vertical profiles of the atmosphere are also
presented for the two locations marked: at the edge of the
upstream glaciers and over the HEF glacier tongue.

2.3.2 Scorer parameter

To explore how the upstream profiles influence gravity wave
formation, we show vertical profiles of potential tempera-
ture, wind speed, wind direction, and the Scorer parameter
(Scorer, 1949) from the HEF tongue and from a point located
over the upstream glaciers (upstream) in Fig. 4. The Scorer
parameter is used to check whether atmospheric conditions
are favourable for gravity wave formation and is defined as

l2(z)=
N2

U2 −

(
∂2U

∂z2

)
/U, (1)

dependent on the height z; U = U(z) is the vertical profile
of the horizontal wind, and N =N(z) is the Brunt-Väisälä
frequency:

N(z)=

√
g

θ

∂θ

∂z
, (2)

with θ as the potential temperature and g the acceleration due
to gravity. When l2(z) decreases or changes strongly with
height (e.g. the existence of an inversion or increasing wind
speed with height), conditions are favourable for the forma-
tion of trapped lee waves.
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2.3.3 Up-valley wind index (UWI) and flow channelling

To disentangle the dynamical mechanisms related to the wind
direction differences within the HEF valley and aloft due to
changes in synoptic flow, we first compute the up-valley wind
index (UWI) based on the wind direction, developed by Shaw
et al. (2023) as follows:

UWI= cos(
|wdir−φ|π

180
), (3)

where wdir is the wind direction at 10 m above the ground
at the HEF tongue (while Shaw et al., 2023 used observa-
tions from 2 m above the ground), and φ is the orientation
of the glacier valley (in our case, 45°). When UWI = 1, the
flow is exactly up-glacier, while UWI ≈ 0.5 indicates cross-
glacier flow, and UWI ≈ 0 implies down-glacier flow. While
the UWI gives an overview of the wind direction over the
glacier, it does not give information on the kind of atmo-
spheric forcing that leads to the wind direction shift.

Whiteman and Doran (1993) defined four scenarios of in-
teractions between the (synoptic) flow aloft and the flow
within a valley: thermally driven forcing, downward mo-
mentum transport by gravity waves, forced channelling, and
pressure-driven channelling. To learn which forcing is re-
sponsible for the wind direction in the glacier valley in our
simulations, the wind direction of the synoptic flow aloft (in
our case the upstream location) and the wind direction of the
valley flow can be compared via a scatter plot. The result-
ing pattern shows whether the flow falls into one of the four
categories of Whiteman and Doran (1993, their Fig. 1).

2.3.4 Heat advection patterns and heat budget

Observations and numerical simulations agree that the lo-
cal flow patterns over HEF strongly affect the heat transport
and advection processes over the glacier tongue (Mott et al.,
2020; Goger et al., 2022; Haugeneder et al., 2024). There-
fore, in order to assess the sensitivity of heat transport to
the changed glacier surface cover, we calculate the horizontal
temperature advection as in Goger et al. (2022):

TADV =−U
1θ

1s
, (4)

where1s is the distance between the stations,1θ is the tem-
perature difference, and U is the average horizontal wind
speed. In order to consider the total vertical heat budget,
we calculate the temperature tendency equation (Wyngaard,
2010):

∂θ

∂t
=−u

∂θ

∂x
− v

∂θ

∂y
−w

∂θ

∂z︸ ︷︷ ︸
Adv

−
∂w′θ ′

∂z︸ ︷︷ ︸
vHFD

, (5)

with temperature advection with the mean wind in all three
directions (u is zonal, v meridional, and w vertical) and the

vertical heat flux divergence. Here, the turbulent sensible
heat flux w′θ ′ contains both the resolved and subgrid-scale
(SGS) contributions. We neglect the radiative flux divergence
because we consider it small during daytime. Horizontal av-
erages are taken over 1x = 48 m.

2.3.5 Resulting temperature on the glacier

Finally, the impact of changing the ice surface extent on the
simulated 2 m temperature is assessed. We choose the diag-
nostic 2 m temperature instead of the skin temperature be-
cause the skin temperature is constant at 0 °C over the melt-
ing glacier. The 2 m temperature calculation is based on Eq.
(4) from Jiménez et al. (2012):

T2 m = Tg + (Ta − Tg)
ln
(

2
z0

)
−ψh

(
2
L

)
ln
(
z
z0

)
−ψh

(
z
L

) , (6)

where Tg is the skin temperature, Ta is the temperature from
the lowest model level, z0 is the roughness length, L is the
Obukhov length, and ψh is the exchange coefficient for heat
provided by the model’s surface layer scheme. Therefore,
the 2 m temperature considers the state of the near-surface
boundary layer and therefore gives more detailed information
than, e.g. air temperature from the lowest model level. Still,
we have to keep in mind that the expression calculating 2 m
temperature in the model’s surface layer scheme (Jiménez
et al., 2012) relies on the Monin–Obukhov similarity theory
(MOST; Monin and Obukhov, 1954), which breaks down in
katabatic flows (Grisogono et al., 2007) and is in need of
substantial revision (Stiperski and Calaf, 2023). However, we
consider its application reasonable in our case, as we do not
observe katabatic glacier winds in our time period of interest
(Mott et al., 2020; Goger et al., 2022).

3 Upstream flow structure and gravity wave features in
the glacier valley

The reference simulation (REF) is a real-case simulation
of the glacier boundary layer from 17 August 2018. Un-
der north-westerly synoptic influence, a gravity wave formed
over the north-western ridge close to HEF, leading to a con-
tinuous disturbance of the glacier boundary layer. The case
study day was dominated by cross-glacier flow and high val-
ues of non-stationarity (Mahrt, 1998) of the sensible heat
flux during gravity wave breaking episodes and a strong
mesoscale influence on the glacier boundary layer. Due to
the aforementioned phenomena, the local glacier boundary
layer is heavily disturbed in both simulations and observa-
tions, and no katabatic down-glacier flow is present.

3.1 Spatial patterns of the wind field

A comparison of 10 m horizontal wind speeds between the
REF, NO_UP, and NO_GL simulations reveals differences in
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Figure 2. Simulated flow structure with 10 m horizontal wind speed (colour gradient) and streamlines (black arrows) at four different times
(06:00, a–c; 08:00, d–f; 10:00, g–i; and 12:00, j–l). The left row is REF, the middle is NO_UP, and the right row is NO_GL. The blue
contours represent the glacier outlines in the simulations, while dashed blue lines indicate the locations of the missing ice surfaces. The thin
black contours show model topography.

the flow structure over the glacier dependent on the time of
day (Fig. 2). In the morning (06:00, Fig. 2a–c), cross-glacier
flow with wind speeds of around 6 m s−1 dominates in all
three simulations. In the REF simulation, this cross-glacier
flow is present throughout the simulation. In the NO_UP and
NO_GL simulations, however, we note the weakening of the
cross-glacier flow, visible in reduced wind speeds after 08:00
(Fig. 2e, f). While the cross-glacier flow prevails with re-
duced wind speeds in the REF simulation at 10:00 (Fig. 2g),
the NO_UP and NO_GL simulations show an up-glacier flow
dominating the wind field at the glacier tongue (Fig. 2h, i).
This up-glacier flow persists until 12:00 (Fig. 2k, l), together
with a horizontal wind speed maximum at the north-facing
slope next to the glacier.

3.2 Vertical structure of the upstream flow and above
HEF

Although the surface flow showed similar characteristics
in the different simulations at 06:00, the vertical cross-
sections show some marked differences. In the REF simu-
lation, the cross-section of steepening isentropes at around
3500 m a.m.s.l. in the HEF valley at 06:00 reveals a grav-
ity wave with hydraulic jump-like features (Fig. 3a), with an
elevated turbulence kinetic energy (TKE) maximum around
200 m above the surface. The overturning isentropes in the
NO_UP simulation (Fig. 3c) indicate wave breaking with re-
duced near-surface static stability and a weaker TKE max-
imum (1TKE =−5 m2 s−2), while the general structure of
the gravity wave is similar to that in REF. The isentropes
overturn 2 h later (08:00) in the REF simulation as well
(Fig. 3d), while the gravity wave in the NO_UP simulation
has already broken, with reduced upstream stability under
the influence of surface friction (Fig. 3f). The strong tur-
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Figure 3. Vertical cross-section along the black line in Fig. 1b (looking up the valley) of simulated total TKE (subgrid and resolved, colours),
isentropes (black contours), and cross-valley wind speed (arrows) from REF (left column), NO_UP (right column), and the difference in
TKE from NO_UP−REF (middle column) at four different times (06:00, a–c; 08:00, d–f; 10:00, g–i; and 12:00, j–l). The solid blue lines
show glacier surfaces, while dashed blue lines indicate the locations of the glacier surfaces that were removed.

bulent mixing over the HEF tongue, with higher TKE val-
ues, is evident in NO_UP compared to REF (Fig. 3e). At
10:00, the gravity wave in REF is breaking as well (Fig. 3g),
while NO_UP shows no distinct gravity wave pattern any-
more according to the isentropes (Fig. 3i) with strong tur-
bulent mixing and higher TKE values that are present over
the HEF tongue (Fig. 3h). At 12:00, the highest TKE val-
ues are present over the glacier in REF, and the gravity
wave re-established itself with a distinct dynamically forced
downslope flow (Fig. 3j), while in the NO_UP simulation,
reduced stability is visible upstream in association with a
much weaker gravity wave (Fig. 3i) and reduced TKE values
(Fig. 3k). To summarize, a gravity wave is present in both
simulations, breaking over the HEF glacier valley. However,
in the NO_UP simulation, the gravity wave is weaker and has

a different breaking pattern, leading to higher TKE values
and enhanced mixing over the glacier tongue. In the NO_GL
simulations, the general structure and gravity wave forma-
tion are similar to those of the NO_UP simulation (Fig. A1).
Therefore, we conclude that most of the gravity wave’s dy-
namics is governed by the upstream glaciers and not by HEF
itself.

Next, we consider the time evolution of the vertical pro-
files of the atmosphere at the upstream location and at the
HEF tongue. In all simulations at 06:00, the potential tem-
perature profile at the HEF tongue reveals a stable boundary
layer (Fig. 4a) that differs from the stratification further aloft
at both locations (the HEF tongue and upstream) in accor-
dance with a jet-like cross-glacier flow (Fig. 4e). The only
difference between REF and the simulations without the up-
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Figure 4. Vertical profiles of potential temperature (a–d), horizontal wind speed and direction (e–h), and the Scorer parameter (i–l) from
REF (blue), NO_UP (orange), and NO_GL (red) from two locations, the HEF tongue (solid lines, red point in Fig. 1) and upstream (dashed
lines, red star in Fig. 1), at four different times of the day.

stream glaciers is the strength of the jet maximum. At the up-
stream location, north-westerly flow has already become es-
tablished at 06:00, and potential temperature profiles are sta-
bly stratified in all simulations. The Scorer parameter (Eq. 1,
Fig. 4i) shows, as expected, local maxima close to the inver-
sions (Fig. 4a), except for one peak in the REF simulation at
the upstream location that favours gravity wave formation.

Differences start to emerge between the simulations 2 h
later: at the upstream location, the near-surface potential tem-
perature difference is up to 4 K, and the profiles in the sim-

ulations without the upstream glaciers now show unstable
stratification (and a convective boundary layer) compared to
the neutral profile at this time in the REF simulation that is
forming under the influence of the gravity wave. The Scorer
parameter shows almost no favourable conditions for grav-
ity wave formation in accordance with the weakened gravity
wave visible in the cross-sections at 08:00 (Fig. 3b, f). At the
HEF tongue, potential temperature values within ≈ 600 m
above the surface are higher by 2 K in NO_UP and NO_GL
simulations compared to those in REF (Fig. 4b). The wind
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speeds show a less distinct jet in the simulations without the
upstream glaciers, while there is still a distinct low-level jet
maximum in REF over the HEF tongue (Fig. 4f).

At 10:00, the flow is north-westerly at the upstream loca-
tion in all simulations, and the potential temperature profiles
(Fig. 4c) show a similar picture as at 08:00 at both locations;
however, the wind direction over the glacier tongue now re-
veals a distinct up-valley flow in the NO_UP and NO_GL
simulations (Fig. 4g), while the flow remains cross-glacier
in the REF simulation. The Scorer parameter again shows
favourable conditions for gravity wave formation, which are
strongest in the REF simulation (Fig. 4k).

Finally, at 12:00, there are clear differences in the potential
temperature profiles close to the surface: at the HEF tongue,
we note a convective boundary layer in NO_GL, while there
is mostly neutral stratification in REF and NO_UP (Fig. 4d).
The wind patterns (Fig. 4h) show chaotic behaviour at the
HEF tongue due to the gravity wave breaking and strong tur-
bulence (Fig. 3), while it is clear that the synoptic flow from
aloft changes direction below 4000 m a.m.s.l., and all simu-
lations now show up-glacier flow. Upstream, there is still sta-
ble stratification in REF, while the simulations without the
upstream glaciers show neutral or convective boundary lay-
ers. The Scorer parameter again reveals no favourable signs
for gravity wave formation (Fig. 4l).

Since we noted distinct up-valley flow in the simula-
tions without the upstream glaciers (NO_UP and NO_GL),
we also explore the vertical structure of the atmosphere
along the glacier (Fig. 5). In the REF simulation, there is
a strongly stable boundary layer (SBL) with down-glacier
flow at the upper parts of the glacier at 06:00 (Fig. 5a),
while below 3000 m a.m.s.l., the weaker flow, reduced sta-
bility, and higher TKE values are associated with the strong
cross-glacier flow over the tongue (Fig. 3). In NO_GL, the
isentropes show that there is generally weaker stratification
(Fig. 5c) in accordance with the lower TKE values asso-
ciated with the weaker gravity wave (Fig. 5b). REF still
shows a jet-like flow over the upper part of HEF 2 h later
(Fig. 5d); however, in NO_GL, the stable stratification over
the missing glacier is continuously weakened (Fig. 5f). Fur-
thermore, NO_GL exhibits higher TKE values than REF be-
low 3000 m a.m.s.l. (Fig. 5e), which are related to the earlier
breaking cross-glacier gravity wave. The atmosphere above
HEF is well-mixed in both REF and NO_GL at 10:00 and
12:00 (Fig. 5g–l), and the SBL is mostly eroded in both sim-
ulations, while the vertical profiles in the NO_GL simula-
tion even suggest a convective boundary layer at the glacier
tongue (Fig. 4d). This is likely one of the major reasons why
the gravity wave is able to plunge and break into the glacier
valley earlier in the NO_GL simulation than in REF: because
there is weaker (or no) cold air that has to be eroded by the
upper-level flow (Haid et al., 2022). Furthermore, the up-
glacier flow with enhanced turbulent mixing is also notice-
able in NO_GL (Fig. 5i and l).

3.3 Wind direction shift in the glacier valley

In our simulations, the flow is in the cross-glacier direction
for all three cases (Fig. 6a) before 08:00, related to the gravity
wave present over the glacier tongue. However, after 08:00,
the situation changes: in REF, there is a gradual shift in UWI
(Eq. 3) towards 1 until 12:00, suggesting a gradual weaken-
ing of the cross-glacier flow associated with the gravity wave.
However, in the other two simulations, UWI shows a sud-
den shift towards 1 at 08:00 (NO_GL) and 08:30 (NO_UP),
suggesting up-glacier flow. When the gravity wave breaks
(Fig. 3, at 10:00), the up-valley flow is established (Fig. 2),
and, in contrast to the REF simulation, the gravity wave is un-
able to redevelop, and the up-glacier flow persists after 09:00
in NO_UP and NO_GL.

According to the Whiteman and Doran (1993) classifica-
tion, the wind direction points in REF simulation collapse
onto a diagonal line (Fig. 6b), suggesting that the wind struc-
ture in the HEF valley is dominated by downward momen-
tum transport by the gravity wave. For the NO_GL and
NO_UP simulations, a different picture emerges: some of the
points still follow the diagonal line (hence, downward mo-
mentum transport), but others are grouped in the lower-left or
lower-right corner. This pattern corresponds to forced chan-
nelling, where the synoptic flow is channelled into the valley.
In theory, pressure-driven channelling could also be a rea-
son for the up-glacier flow (with a slightly different wind di-
rection pattern), but this would require a horizontal pressure
gradient along the valley axis. We calculated the horizontal
pressure gradient (not shown), but it showed no distinct sig-
nal; hence, we conclude that forced channelling is the major
mechanism at play in the simulations without the upstream
glaciers. Previous research on channelling flows in valleys
suggests that shallow valleys are more prone to channelling
of synoptic flows (Whiteman and Doran, 1993; Steyn et al.,
2013) than deep Alpine valleys, where thermally induced
flows are very resilient to synoptic influence (Zängl, 2009).
Given that the upper Rofen Valley, where HEF is located, is
rather shallow compared to its surroundings (the height dif-
ference between the HEF tongue and the upstream location
is around 500 m), channelling of synoptic cross-glacier flows
is a realistic scenario. To summarize, we conclude that the
gravity wave leads to downward momentum transport over
the HEF valley, and when it breaks and thus weakens, the
synoptic flow is channelled via forced channelling into the
glacier valley. In this case study, the up-glacier flows after
09:00 can be explained with dynamical forcing, and the ther-
mal forcing component (e.g. slope or valley flows due to dif-
ferential heating) is negligible.
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Figure 5. Vertical cross-section along the line in Fig. 1c of simulated total TKE (colours), isentropes (black contours), and along-valley
wind speed (arrows) from REF (left column), NO_GL (right column), and the difference in TKE from NO_GL−REF (middle column) at
four different times (06:00, a–c; 08:00, d–f; 10:00, g–i; and 12:00, j–l). The solid blue lines show glacier surfaces, while dashed blue lines
indicate the location of the glacier surfaces that were removed.

4 Impact on the glacier boundary layer

In this section, we compare the three simulations with respect
to sensible heat fluxes, advection patterns, the heat budget,
and 2 m temperature. While we cannot resolve the glacier
boundary layer in great detail, we are interested in assessing
the impacts of the changed ice surfaces on the valley atmo-
sphere and surface processes above HEF. Since we conduct
semi-idealized simulations, we assess the changes in the sen-
sitivity runs (NO_UP and NO_GL) compared to the refer-
ence simulation. Although we are aware that the sensible heat
flux is simulated too strongly in the REF simulation com-
pared to the observations, we also note that the general phys-
ical processes are simulated correctly (Goger et al., 2022).

4.1 Spatial patterns of sensible heat flux

The surface sensible heat flux plays a pivotal role in the en-
ergy exchange over glaciers in the summer months. Over a
melting glacier, the surface temperature is constant at 0 °C,
impacting the bulk formulation of the sensible heat flux
(Stull, 1988, their Eq. 7.4.1d). As the surface temperature
over a melting glacier is exactly 0◦, sensible heat fluxes
strongly depend on the wind speed; we can expect that
changing wind patterns drive changes in the sensible heat
flux structure. In the REF simulation with the realistic glacier
surfaces, the sensible heat flux is negative (from the atmo-
sphere to the ice, atmospheric notation) during the entire
simulation over HEF (Fig. 7a, d, g, j). Over the remaining
ice surface (i.e. HEF) in NO_UP, sensible heat flux magni-

Weather Clim. Dynam., 6, 345–367, 2025 https://doi.org/10.5194/wcd-6-345-2025



B. Goger et al.: Investigating the influence of changing ice surfaces 355

Figure 6. (a) The up-valley wind index (UWI) for REF, NO_UP, and NO_GL for the HEF tongue location. (b) Scatter plot of wind direction
(+ symbols) at the upstream locations (red star in Fig. 1) and at the HEF tongue (red point in Fig. 1) for all three simulations for our time
period of interest. The lines in purple, black, and grey show the idealized categorizations from Whiteman and Doran (1993).

tudes are 50 W m−2 smaller compared to those in REF at
06:00 (Fig. 7b). The changed sensible heat fluxes are present
during the entire simulation time at the remaining ice sur-
face in NO_UP. Interestingly, the sensible heat flux differ-
ence between NO_UP and REF is very small when cross-
glacier flow is present in both simulations at the upper part
of HEF (Fig. 7h, k, i, l). The largest differences between
REF and NO_UP are visible at 12:00, when the gravity wave
broke, and the strong up-glacier flow is present in NO_UP
(Fig. 7i, l). It is not surprising that the sensible heat fluxes
over the missing ice surfaces change sign between REF and
NO_UP (Fig. 7k). This indicates that removing the upstream
ice surfaces, and therefore their influence on atmospheric
flow structures, impacts spatial variability in sensible heat
fluxes and consequently can be expected to have an impact
on HEF’s melting patterns.

When we remove all glaciers from the model domain
(Fig. 8), sensible heat fluxes reveal a large difference between
NO_GL and REF that changes over the simulation time. At
06:00, sensible heat fluxes exhibit a difference of around
100 W m−2 over the missing ice surfaces (Fig. 8b), while
with progressing simulation time, these differences change
up to more than 500 W m−2, with opposite signs (Fig. 8k).
This is not surprising since changing the land use category in
the model from snow or ice to bare rock leads to changes in
albedo and roughness length (Table 1), thus leading to pos-
itive sensible heat fluxes during the daytime. Interestingly,
sensible heat fluxes remain smaller in the glacier valley than
in its surroundings in the NO_GL simulation (Fig. 8c, f, i,
l), likely due to the sheltered location of the valley and to-
pographic shading. However, despite the large differences in

the sensible heat fluxes (Fig. 8b, e, h, k), removing all ice sur-
faces does not have a large impact on the general flow struc-
ture, as the 10 m wind speeds (Fig. 2) and the gravity wave
structure are very similar to the NO_UP simulation. There-
fore, we can finally conclude that HEF’s boundary layer ABL
structure is in this particular case study mostly dominated
by the upstream formation of gravity waves, as described in
Sect. 3, and HEF itself plays a secondary role. Still, observa-
tions suggest the persistence of very shallow katabatic flow
even in highly disturbed conditions (Mott et al., 2020), which
is unable to be resolved by the model.

4.2 Horizontal advection patterns and heat budget

Time series of horizontal wind speed and direction from the
lowest model level at the HEF tongue reveal no substantial
differences in wind speed magnitude between the three sim-
ulations (Fig. 9a) despite the differences in wind direction be-
tween REF and the sensitivity simulations, which are related
to the up-valley flow caused by earlier gravity wave breaking,
as outlined in the previous sections. With no change in wind
speed, the sensible heat flux magnitude at the HEF tongue
(Fig. 7) does not change significantly (less than 50 W m−2)
between REF and NO_UP either (Fig. 9b); however, when
HEF is removed in NO_GL, the sensible heat flux changes
sign, as expected, and increases substantially in magnitude,
highlighting the importance of the glacier surface for the lo-
cal sensible heat exchange.

Regarding the horizontal advection patterns over HEF
(Eq. 4), Goger et al. (2022) showed that they are strongly in-
fluenced by the wind speed and dominant wind direction. As
in the REF simulation, the glacier tongue in the NO_UP sim-
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Figure 7. Simulated sensible heat flux (colours) from the lowest model level and 10 m wind speed (black arrows) at four different times
(06:00, a–c; 08:00, d–e; 10:00, g–i; and 12:00, j–l). The left row is REF, the middle is the difference between REF and NO_UP, and the right
row is NO_UP. The blue contours represent the glacier outlines in the simulations, while dashed blue lines indicate the missing ice surfaces.
The thin black contours show the model topography.

ulation is under the influence of horizontal cold-air advection
during our time of interest (Fig. 9c). In the REF simulation,
the horizontal cold-air advection is mostly associated with
the gravity wave advecting potentially colder air from the
upstream glaciers towards the HEF tongue. The horizontal
advection patterns are very similar in the REF and NO_UP
simulations, suggesting that the katabatic mechanism is not
important in the simulations (Fig. 9c). In the NO_GL simu-
lation, on the other hand, the advection is generally warm de-
spite the flow being cross-glacier. In general, gravity waves
lead to warm-air advection due to the isentropic drawdown,
and because upstream glaciers are missing, this effect is ex-
pected over the HEF tongue.

The heat budget (Eq. 5) of the REF simulation (Fig. 10a)
reveals cooling of the column above the HEF tongue be-

tween 06:00 and 08:30, with slight interruptions above
2800 m a.m.s.l. and oscillations in time. This coincides with
the gravity wave breaking pattern because the brief periods of
positive ∂θ

∂t
correspond to the gravity wave breaking in REF

(Fig. 3), and the atmosphere above HEF experiences cool-
ing from 09:00 until 12:00 at heights above 2850 m a.m.s.l.
The time-averaged vertical heat budget reveals that cold-air
advection dominates during our time period of interest, as
the gravity wave advects cold air from the upstream glaciers
towards the HEF tongue (Fig. 10d). In the NO_UP simula-
tion, a different picture emerges (Fig. 10b): the HEF tongue
is well-mixed, with very weak cooling or heating, and with
weaker absolute heating/cooling values than in REF. This al-
ternating pattern in NO_UP’s heat budget leads to an overall
zero net effect (Fig. 10e). Similar patterns are visible in the
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Figure 8. Simulated sensible heat flux (colours) from the lowest model level and 10 m wind speed (black arrows) at four different times
(06:00, a–c; 08:00, d–e; 10:00, g–i; and 12:00, j–i). The left row is REF, the middle is the difference between REF and NO_GL, and the
right row is NO_GL. The blue contours represent the glacier outlines in the simulations, while dashed blue lines indicate the locations of the
missing ice surfaces. The thin black contours show the model topography.

NO_GL simulation (Fig. 10c) but with stronger heating ef-
fects than in the other simulations (Fig. 10f). We relate this
to the much weaker gravity wave also breaking earlier in the
simulations without the upstream glacier surfaces (NO_UP
and NO_GL) having a large influence on the heating rate
over the HEF tongue. To summarize, the vertical heating rate
in REF shows distinct heating or warming patterns in rela-
tion to the gravity wave, where in NO_UP, there is a net zero
effect, and in NO_GL it shows a small warming effect.

4.3 Resulting temperature structure on the glacier

The 2 m temperature (Eq. 6) averaged over our time period
of interest (06:00–12:00) shows temperatures close to 0 °C
over all ice surfaces, especially over the upstream glaciers

(Fig. 11a), while the glacier surroundings are up to 10 °C
warmer. The NO_UP simulation shows higher 2 m tem-
peratures over the missing upstream glaciers, with a tem-
perature contrast of up to 5 °C compared to those in REF
(Fig. 11b). Furthermore, the HEF tongue is warmer by 1 °C
than the REF counterpart (Fig. 11d), suggesting that the
glacier tongue is influenced by the (warmer) surroundings
(Fig. 9). Finally, removing all glaciers (Fig. 11c) leads to a
temperature increase of 5 °C at all missing ice surfaces com-
pared to the temperatures in REF. The surroundings are 1 °C
warmer than in REF (Fig. 11f), suggesting a large influence
of the strong turbulent mixing induced by the breaking grav-
ity wave.
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Figure 9. (a) Time series of horizontal wind speed (lines) and wind
direction (+ symbols) from the lowest model level for REF (blue),
NO_UP (orange), and NO_GL (red) simulations at the HEF tongue.
Panel (b) is the same as panel (a) but for sensible heat flux. (c) Scat-
ter plot of horizontal temperature advection and horizontal wind
speed over the time period of interest (06:00–12:00).

5 Discussion

In general, our LES simulations proved an ideal test bed to
study the impact of dynamically induced flows on the glacier
boundary layer. As already discussed in Goger et al. (2022)
and Voordendag et al. (2024), more than 10 grid points across
the glacier valley are present in our domain, and this hints
that the major MoBL processes are resolved (Wagner et al.,
2014). When we assume that the effective horizontal resolu-
tion of the model is 71x (Stull, 2017, their p. 761), phenom-
ena with a horizontal extent of 336 m are resolved on the grid,
which is adequate to resolve the gravity wave across the val-
ley and the associated processes. Since the focus of the study
is on the dynamical forcing and gravity waves, which form
on scales larger than the small-scale glacier boundary layer,
we can expect that the model delivers reliable results from
these processes. Still, the flow very near the surface is influ-

enced strongly by the subgrid-scale parametrization, and the
potential very shallow katabatic flow that might persist very
close to the surface (Mott et al., 2020) is not captured by the
model.

We analysed results from a 6 h period (06:00–12:00) be-
cause not only did REF started to deviate from observations
after 12:00 (Goger et al., 2022) but also after this time, the
two sensitivity simulations (NO_UP and NO_GL) did not
give new insights into the gravity wave dynamics: in both
NO_UP and NO_GL, the gravity wave does not re-establish
itself and up-glacier flow prevails, the same as in the REF
simulation after 12:00 (not shown). While we only show
findings from a single case study, it indicates that HEF can-
not be treated in isolation from the surrounding glacier sur-
faces because of the strong impact of the upstream glaciers
on gravity wave formation. This is similar to findings from
other studies in different glacierized settings. For example,
a study of föhn flows over the Larsen C ice shelf, Antarc-
tica (Turton et al., 2018), found that the stabilizing effect of
upstream ice surfaces influences the isentrope drawdown of
gravity waves. Jonassen et al. (2014) simulated gravity waves
over the Hofsjökull ice cap, Iceland, and also found stronger
downslope flow acceleration in simulations with the ice cap,
while removing the ice cap led to weaker downslope flows.

The gravity wave in both the NO_UP and NO_GL simula-
tions is weaker and breaks earlier compared to the simulation
with realistic glaciers (REF), leading to stronger turbulent
mixing. The dynamical force balance due to gravity wave
breaking changes the flow regime inside the valley from
across-glacier caused by downward momentum transport in
REF to up-valley flow due to forced channelling (Whiteman
and Doran, 1993). Another interesting aspect is that the flow
structure in the simulations without the upstream glaciers
(NO_UP and NO_GL) is very similar despite the presence
of the HEF glacier tongue in NO_UP. This suggests that in
our particular case study, the flow structure in the glacier val-
ley is so strongly dominated by the upstream conditions that
local effects of the HEF ice surface itself do not provide a
relevant feedback to the simulated local wind patterns. On
the other hand, the HEF ice surface is a dominant control of
the surface heat exchange.

In the two sensitivity simulations, the earlier gravity wave
breaking leads to stronger mixing above the HEF glacier sur-
face and stronger sensible heat fluxes into the glacier. There-
fore, we can conclude that removing upstream glaciers leads
to an overall destabilization of the atmosphere above HEF, an
increase in near-surface air temperatures, and weaker gravity
waves. The role of the upstream glaciers on the cross-glacier
flow is non-negligible; therefore, it makes sense to speak of
a system of glaciers (HEF and the upstream glaciers) influ-
encing the local microclimates of one another on a scale of
around 5–10 km. However, this length scale for the develop-
ment of mesoscale ice breezes (similar to that in Conway
et al., 2021) depends on the size of the glaciers and con-
nected upstream ice fields. Examples of larger ice fields in-
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Figure 10. (a–c) Time series of the total heat budget over the HEF tongue for REF (a), NO_UP (b), and NO_GL (c). (d–f) Time-averaged
(over the time period from 06:00 to 12:00) components of the total vertical heat budget at the HEF tongue (net), namely temperature advection
(ADV) and vertical heat flux divergence (vHFD), for REF (d), NO_UP (e), and NO_GL (f).

fluencing the local wind patterns on the glacier tongue are
the Columbia ice field in Canada (Conway et al., 2021), the
Jostedalsbreen ice field in Western Norway (Haualand et al.,
2024), or Vatnajökull ice cap in Iceland (Björnsson et al.,
2005). All of them span more than 50 km, and dependent on
flow direction, the development of either ice field breezes or
gravity waves is favourable to develop. Our work allowed
us to shed light on the impact of upstream ice fields/glaciers
on local glacier boundary layers, but more detailed research
in combination with a wind climatology and flow-resolving
simulations is necessary in the future.

A final open question to discuss is how representative our
6 h of simulation is for HEF and its surroundings. Currently,
we can only compare to a wind climatology at HEF compiled
by Obleitner (1994), and they found a significant northerly
gradient wind influence on the south-facing slope of the val-
ley, the same wind direction as in our case study. Further-
more, Mott et al. (2020) noted in the HEFEX campaign

that in 20 % of their wind observations, the katabatic flow
was disturbed, and the glacier boundary layer was eroded.
Therefore, we can assume that the situation of strong north-
westerly winds and gravity waves eroding the glacier bound-
ary layer described in this paper is not a single occurrence.
Still, an updated wind climatology over HEF is necessary
to quantify these events. Furthermore, applying an interme-
diate complexity model such as HICAR (Reynolds et al.,
2023, 2024) to the region for entire seasons would shed more
light on the typical wind patterns over HEF, given its small
computational cost. However, we still see high-resolution
full-physics numerical simulations (e.g. Sauter and Galos,
2016; Gerber et al., 2018; Mott et al., 2019; Draeger et al.,
2024; Voordendag et al., 2024; Haualand et al., 2024) as the
current standard to investigate the physical processes over
glaciers located in complex terrain despite their high compu-
tational cost.
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Figure 11. (a–c) Averaged 2 m temperature (colours) over the simulation period of interest (06:00–12:00) for REF, NO_UP, and NO_GL.
(d–e) The difference in averaged 2 m temperature compared to REF. All panels – topography (black contours), ice surfaces (blue outlines),
and missing ice surfaces compared to REF (dashed blue outlines).

6 Conclusions

We conducted semi-idealized large-eddy simulations at
1x = 48 m over the Hintereisferner (HEF) glacier in the
Austrian Alps for a short case study with north-westerly syn-
optic flow. The reference simulation (REF) was run with real-
istic glacier surfaces, while the NO_UP simulation ran with-
out upstream glaciers, and in the NO_GL simulation, all ice
surfaces were removed from the domain. The results allow
us to draw the following conclusions.

– Under north-westerly synoptic flow, a gravity wave
forms over the HEF tongue location in all three simula-
tions, which, when it breaks, leads to turbulent mixing
over the HEF glacier surface.

– Removing the upstream glaciers in the NO_UP simula-
tion leads to neutral stratification with an unstable sur-
face layer and thus less favourable conditions for gravity
wave formation. The gravity wave in the NO_UP simu-
lation is weaker than in REF and breaks 30 min earlier,
leading to earlier onset of strong turbulent mixing over
the remaining glacier surface and changing the cross-
glacier flow into up-glacier flow. A similar pattern is
present in the NO_GL simulation.

– The upstream glaciers are not necessary for gravity
wave formation but strongly influence their strength by
stabilizing the upstream profile.

– In this case study, the wind patterns over the glacier val-
ley are governed by downward momentum transport by
the gravity wave. When it breaks, the synoptic flow is
channelled into the valley, leading to up-glacier flows.

– Due to the changed gravity wave structure, higher tem-
peratures and higher spatial variability in sensible heat
fluxes are present at the HEF tongue location in the
NO_UP and NO_GL simulations.

– Due to the strong gravity wave, the heat budget over
HEF is negative in the REF simulation. However, when
the gravity wave is weakened in the sensitivity runs, we
note a net-zero heat budget in NO_UP and slight overall
warming in NO_GL.

– The local boundary layer flow structure in the NO_GL
simulation is very similar to that in the NO_UP simula-
tion, suggesting that the atmosphere over HEF is there-
fore less governed by the surface below (ice) but instead
by dynamical forcing.
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– The results suggest that HEF is not isolated from the
nearby environment (rock surface and/or slopes) and
that the influence of upstream ice surfaces on local
boundary layer development cannot be disregarded.
Henceforth, in the near future, it is advisable to investi-
gate a system of glaciers instead of studying processes
on isolated glacier tongues only.

The present study gave insights into the impact of ice sur-
faces on gravity wave formation and breaking, which af-
fect glacier boundary layer development. In the future, sim-
ilar studies with different upstream conditions could be con-
ducted. However, one of the open questions in glacier bound-
ary layer dynamics is the future changes in glacier boundary
layer structure in a warming climate, which could be quan-
tified with high-resolution LES using future ice surfaces de-
rived from climate projections.
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Appendix A: Vertical cross-glacier (NO_GL simulation)
and along-glacier (NO_UP simulation) cross-sections

Figure A1. Vertical cross-section along the black line in Fig. 1b (looking up the valley) of simulated total TKE (subgrid and resolved,
colours), isentropes (black contours), and cross-valley wind speed (arrows) from REF (left column), NO_GL (right column), and the differ-
ence in TKE from NO_GL−REF (middle column) at four different times (06:00, a–c; 08:00, d–f; 10:00, g–i; and 12:00, j–l). The solid blue
lines show glacier surfaces, while dashed blue lines indicate the locations of the glacier surfaces that were removed.
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Figure A2. Vertical cross-section along the line in Fig. 1c of simulated total TKE (colours), isentropes (black contours), and along-valley
wind speed (arrows) from REF (left column), NO_UP (right column), and the difference in TKE from NO_UP−REF (middle column) at
four different times (06:00, a–c; 08:00, d–f; 10:00, g–i; and 12:00, j–l). The solid blue lines show glacier surfaces, while dashed blue lines
indicate the locations of the glacier surfaces that were removed.

Code and data availability. The WRF v4.1 model code
can be downloaded from GitHub: https://github.com/
wrf-model/WRF/releases/tag/v4.1 (WRF, 2019), and the
averaging module WRF LES diagnostics is available at
https://doi.org/10.5281/zenodo.3901119 (Umek, 2020). The
model output is available upon request from Brigitta Goger. Figures
were generated using python-matplotlib (Hunter, 2007), with colour
maps by Crameri (2023): https://doi.org/10.5281/zenodo.8035877.

Author contributions. BG set up and conducted the numerical sim-
ulations and wrote the initial draft of the paper. MO performed the
analysis of numerical data as a part of his internship at Universität
Innsbruck in summer 2023, supervised by IS. IS and LN provided
input on the analysis, and all authors read and improved the paper

where necessary.

Competing interests. The contact author has declared that none of
the authors has any competing interests.

Disclaimer. Publisher’s note: Copernicus Publications remains
neutral with regard to jurisdictional claims made in the text, pub-
lished maps, institutional affiliations, or any other geographical rep-
resentation in this paper. While Copernicus Publications makes ev-
ery effort to include appropriate place names, the final responsibility
lies with the authors.

https://doi.org/10.5194/wcd-6-345-2025 Weather Clim. Dynam., 6, 345–367, 2025

https://github.com/wrf-model/WRF/releases/tag/v4.1
https://github.com/wrf-model/WRF/releases/tag/v4.1
https://doi.org/10.5281/zenodo.3901119
https://doi.org/10.5281/zenodo.8035877


364 B. Goger et al.: Investigating the influence of changing ice surfaces

Acknowledgements. This work is part of the project “Measuring
and modelling snow-cover dynamics at high resolution for improv-
ing distributed mass balance research on mountain glaciers”, a joint
project fully funded by the Austrian Science Foundation (FWF;
project number I 3841-N32, https://doi.org/10.55776/I3841) and
the Deutsche Forschungsgemeinschaft (DFG; project number SA
2339/7-1). The computational results presented have been achieved
using the Vienna Scientific Cluster (VSC) under project number
71434. The work of Ivana Stiperski was funded through the Eu-
ropean Research Council (ERC) under the European Union’s Hori-
zon 2020 research and innovation programme (grant agreement no.
101001691). We thank Michael Haugeneder and Cole Lord-May
for their concise and thoughtful referee reports, which led to the
improvement of the paper.

Financial support. This research has been supported by the Aus-
trian Science Fund (grant nos. I 3841-N32, European Research
Council (ERC), and 101001691).

Review statement. This paper was edited by Juerg Schmidli and re-
viewed by Michael Haugeneder and Cole Lord-May.

References

Adler, B. and Kalthoff, N.: The Impact of Upstream Flow
on the Atmospheric Boundary Layer in a Valley on a
Mountainous Island, Bound.-Lay. Meteorol., 158, 429–452,
https://doi.org/10.1007/s10546-015-0092-y, 2016.

Beniston, M., Farinotti, D., Stoffel, M., Andreassen, L. M., Cop-
pola, E., Eckert, N., Fantini, A., Giacona, F., Hauck, C., Huss,
M., Huwald, H., Lehning, M., López-Moreno, J.-I., Magnusson,
J., Marty, C., Morán-Tejéda, E., Morin, S., Naaim, M., Proven-
zale, A., Rabatel, A., Six, D., Stötter, J., Strasser, U., Terzago, S.,
and Vincent, C.: The European mountain cryosphere: a review of
its current state, trends, and future challenges, The Cryosphere,
12, 759–794, https://doi.org/10.5194/tc-12-759-2018, 2018.

Björnsson, H., Gudmundsson, S., and Pálsson, F.: Glacier winds
on Vatnajökull ice cap, Iceland, and their relation to temper-
atures of its lowland environs, Ann. Glaciol., 42, 291–296,
https://doi.org/10.3189/172756405781812493, 2005.

Byrne, M. P., Boos, W. R., and Hu, S.: Elevation-dependent warm-
ing: observations, models, and energetic mechanisms, Weather
Clim. Dynam., 5, 763–777, https://doi.org/10.5194/wcd-5-763-
2024, 2024.

Conway, J. P., Helgason, W. D., Pomeroy, J. W., and Sicart,
J. E.: Icefield Breezes: Mesoscale Diurnal Circulation in the
Atmospheric Boundary Layer Over an Outlet of the Columbia
Icefield, Canadian Rockies, J. Geophys. Res.-Atmos., 126,
e2020JD034225, https://doi.org/10.1029/2020JD034225, 2021.

Crameri, F.: Scientific colour maps, Zenodo [code],
https://doi.org/10.5281/zenodo.8035877, 2023.

Cremona, A., Huss, M., Landmann, J. M., Borner, J., and Farinotti,
D.: European heat waves 2022: contribution to extreme glacier
melt in Switzerland inferred from automated ablation readings,
The Cryosphere, 17, 1895–1912, https://doi.org/10.5194/tc-17-
1895-2023, 2023.

Cuxart, J.: When Can a High-Resolution Simulation Over
Complex Terrain be Called LES?, Front. Earth Sci., 3, 6,
https://doi.org/10.3389/feart.2015.00087, 2015.

Deardorff, J. W.: Stratocumulus-capped mixed layers derived from
a three-dimensional model, Bound.-Lay. Meteorol., 18, 495–527,
https://doi.org/10.1007/BF00119502, 1980.
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Elvidge, A. D., and Grubišić, V.: Current Challenges in
Orographic Flow Dynamics: Turbulent Exchange Due to
Low-Level Gravity-Wave Processes, Atmosphere, 9, 361,
https://doi.org/10.3390/atmos9090361, 2018.

Wagner, J. S., Gohm, A., and Rotach, M. W.: The Impact of Hori-
zontal Model Grid Resolution on the Boundary Layer Structure
over an Idealized Valley, Mon. Weather Rev., 142, 3446–3465,
https://doi.org/10.1175/MWR-D-14-00002.1, 2014.

WGMS: Hintereisferner, Alps, https://wgms.ch/products_ref_
glaciers/hintereisferner-alps/ (last access: 27 March 2025),
2017.

Whiteman, C. D. and Doran, J. C.: The Relationship between
Overlying Synoptic-Scale Flows and Winds within a Valley, J.
Appl. Meteorol., 32, 1669–1682, https://doi.org/10.1175/1520-
0450(1993)032<1669:TRBOSS>2.0.CO;2, 1993.

WRF: WRF Version 4.1, GitHub [code], https://github.com/
wrf-model/WRF/releases/tag/v4.1 (last access: 27 March 2025),
2019.

Wyngaard, J. C.: Turbulence in the Atmo-
sphere, Cambridge University Press, Cambridge,
https://doi.org/10.1017/CBO9780511840524, 2010.

Zängl, G.: The impact of weak synoptic forcing on the valley-wind
circulation in the Alpine Inn Valley, Meteorol. Atmos. Phys.,
105, 37–53, https://doi.org/10.1007/s00703-009-0030-y, 2009.

Zardi, D. and Whiteman, C. D.: Diurnal Mountain Wind Sys-
tems, in: Mountain Weather Research and Forecasting, edited by:
Chow, F. K., De Wekker, S. F. J., and Snyder, B. J., Springer At-
mospheric Sciences, Springer Netherlands, 35–119, ISBN 978-
94-007-4097-6 978-94-007-4098-3, https://doi.org/10.1007/978-
94-007-4098-3, 2013.

Zekollari, H., Huss, M., and Farinotti, D.: Modelling the future
evolution of glaciers in the European Alps under the EURO-
CORDEX RCM ensemble, The Cryosphere, 13, 1125–1146,
https://doi.org/10.5194/tc-13-1125-2019, 2019.

https://doi.org/10.5194/wcd-6-345-2025 Weather Clim. Dynam., 6, 345–367, 2025

https://doi.org/10.5194/tc-18-849-2024
https://doi.org/10.5194/tc-18-849-2024
https://doi.org/10.3390/atmos9090361
https://doi.org/10.1175/MWR-D-14-00002.1
https://wgms.ch/products_ref_glaciers/hintereisferner-alps/
https://wgms.ch/products_ref_glaciers/hintereisferner-alps/
https://doi.org/10.1175/1520-0450(1993)032<1669:TRBOSS>2.0.CO;2
https://doi.org/10.1175/1520-0450(1993)032<1669:TRBOSS>2.0.CO;2
https://github.com/wrf-model/WRF/releases/tag/v4.1
https://github.com/wrf-model/WRF/releases/tag/v4.1
https://doi.org/10.1017/CBO9780511840524
https://doi.org/10.1007/s00703-009-0030-y
https://doi.org/10.1007/978-94-007-4098-3
https://doi.org/10.1007/978-94-007-4098-3
https://doi.org/10.5194/tc-13-1125-2019

	Abstract
	Introduction
	Methods
	The Hintereisferner (HEF) glacier
	Numerical model
	Analyses performed
	Cross-sections
	Scorer parameter
	Up-valley wind index (UWI) and flow channelling
	Heat advection patterns and heat budget
	Resulting temperature on the glacier


	Upstream flow structure and gravity wave features in the glacier valley
	Spatial patterns of the wind field
	Vertical structure of the upstream flow and above HEF
	Wind direction shift in the glacier valley

	Impact on the glacier boundary layer
	Spatial patterns of sensible heat flux
	Horizontal advection patterns and heat budget
	Resulting temperature structure on the glacier

	Discussion
	Conclusions
	Appendix A: Vertical cross-glacier (NO_GL simulation) and along-glacier (NO_UP simulation) cross-sections
	Code and data availability
	Author contributions
	Competing interests
	Disclaimer
	Acknowledgements
	Financial support
	Review statement
	References

