Using an idealized model, the paper assesses the role of eddy-eddy interactions (EEIs) on the sudden stratospheric warming (SSW) frequency and the number of splits and displacements. The paper shows that EEIs in the middle and upper stratosphere are important for SSW frequency, but whether the EEIs act to increase or decrease the frequency depends on the wavenumber of the forcing. Moreover, the paper shows that EEIs are important in the troposphere and lower stratosphere for displacements under wave-2 forcing, but that splits and displacements can form under wave-1 forcing without EEIs in the troposphere and lower stratosphere.

I found the paper to be well written and interesting to read and therefore think it will be worth publishing after the authors have addressed my specific comments below.

We thank both referees for their careful reviews of the manuscript and their helpful suggestions. The paper has been edited based on the comments by the two referees, and most suggested changes have been made. Line numbers mentioned below refer to lines in the tracked-changes version of the manuscript.

Specific comments:

1.) P2, L52-55 and more generally: Do the authors understand why forcing by heating perturbation vs. forcing by topography produces different SSW response with regards to split and displacement ratios? It looks to me that the applied heating perturbation (fig1 in Lindgren et al., 2018) is partially at the tropopause or even in the lower stratosphere in the polar regions. Could it be that applying the heating perturbation at the tropopause, where there is a sharp jump in the stratification, leads to a more non-linear behavior (and hence a larger role for eddy-eddy interaction) than a topographic forcing applied at the lower boundary? Do the authors expect the findings in their paper to be the same if forced by topography instead (where the eddy-eddy interactions might not be as important)? Some discussion on this, and why the use of heating perturbation instead of topographic forcing might be more realistic, would be insightful.

Why topography mostly produces splits is not fully understood (Gerber and Polvani, 2009; Sheshadri et al., 2015); however, thermal forcing tends to create waves of larger scales (smaller zonal wavenumbers) than topography (Held, 2001). This could be a reason for the higher number of displacements (wave-1 events) in model runs forced with heating perturbations. It is an interesting question but beyond the scope of this paper.
While it is true that the top of the heating perturbation extends to 200 hPa while the peak of the 4000 m wave-2 mountain used by Sheshadri et al. (2015) and Lindgren et al. (2018) only reaches about 450 hPa, the wave fluxes produced by these forcings are not very different. The figure below shows vertical EP flux in the upper troposphere and lower stratosphere for the model runs forced with wave-2 heating (H2) and wave-2 topography (T2) in Lindgren et al. (2018). The contour intervals are identical in the two panels.

As the figure shows, the vertical wave flux around the tropopause is very similar in the two model runs. Although the heating perturbation is cut off at 200 hPa the heating perturbation is very weak at high altitudes and the wave forcing is, like in the topographically forced case, primarily located in the troposphere.

The findings would very likely be different if topography was used, mainly because splits and displacements cannot be obtained in comparable amounts with topography (Gerber and Polvani, 2009; Sheshadri et al., 2015; Lindgren et al., 2018). The effect of EEIs on split and displacement ratios would therefore be practically impossible to investigate, and that is the primary reason why heating perturbations were used. This was mentioned in the Introduction, but we have edited the Introduction to make that clearer (L129-130).

2.) It would be helpful if the authors would state more clearly what they mean by eddy-eddy interactions. In the real stratosphere there are also shorter scale gravity waves, that are not resolved in the model at T42 truncation, whose interaction with planetary waves might be important. The manuscript seems to only describe wave-1 interaction with wave-2. The authors should therefore stress that by EEIs they mean wave 1 and 2 EEIs. Additionally, is there any evidence to suggest that EEIs with wave-3 are important (Figure 4h suggests that there is a wave-3 signature)? The authors could plot EP flux and F_p for other wave components and compare magnitudes to those in Figs. S2-S5.

It is true that small-scale waves affect the circulation, but this would be a limitation even with a much higher model resolution: all current climate models use some sort of gravity wave parameterization for the smallest waves. However, large scale waves dominate stratospheric wave variability since only the largest waves (waves with smallest wave numbers) can propagate into the stratosphere (Charney and
Drazin, 1961), and wave-1 and wave-2 in particular maximize prior to and during displacement and split SSWs, respectively.

Waves of higher wavenumbers can temporarily form during highly nonlinear events such as vortex collapses around SSWs, but their role in driving stratospheric circulation (and disturb the vortex) is, in a time mean sense, negligible. Figure 8h shows a snap-shot (one day mean) of absolute vorticity during a SSW and is not representative of stratospheric wave activity; these figures are meant to illustrate vortex behavior around SSWs.

Furthermore, the method we use remove EEIs between waves of all wavenumbers. We simply emphasize forcing by wave numbers 1 and 2 since they are the dominant ones. We have clarified this in the text (L218-220).

3.) The authors suggest in several places throughout the manuscript that barotropic instability may explain wave-2 structures in simulations forced by wave-1. The authors could easily verify if the necessary condition for barotropic/baroclinic instability is satisfied in their simulations to back up the statement and make the paper stronger.

We thank the referee for the suggestion. We calculated the meridional derivative of quasi-geostrophic vorticity ($q_y$) and found that $q_y$ had opposite signs in the 20N-90N region of the stratosphere during the majority of all days for all runs, showing that the necessary conditions for barotropic instability are satisfied (Charney and Stern, 1962). A few sentences about this have been added to the paper (L355-358).

4.) Would the results regarding SSW frequency and the role of eddy-eddy interactions be the same if instead of reversal of zonal wind at 60N and 10hPa, a sudden stratospheric deceleration events based on 2-sigma threshold (as in Birner & Albers, SOLA, 2017 and de la Camara et al, J Clim, 2019) were used as a criteria? As the authors discuss (figs. 1 and 3) the climatology and variability of the polar vortex changes quite a bit as a result of removing/allowing eddy-eddy interactions in the stratosphere/troposphere. Therefore a deceleration event criteria might be less subjective.

The exact changes associated with removing EEIs would likely change with a different event definition; however, the changes in vortex variability are robust. Figure 7 (Figure 3 in the previous draft) is meant to illustrate that although the SSW definition used here may be restrictive and binary, there are robust changes in vortex variability regardless of vortex deceleration definition. This has been clarified in the new version of the paper (L250-252).

More technical comments:

P2, L30: “climate” -> “climate variability” as SSWs do not necessarily affect the climate itself, as is shown in your Fig. 2 (i.e., while the frequency of SSWs change as a result of allowing/removing EEIs, the surface climate does not).

Thank you, this has been changed (L31).
P2, L43-44. Please provide a reference for where a GCM has been extensively tuned to produce realistic SSW frequencies. Unless developed to specifically study SSWs, my understanding is that generally GCMs are tuned to produce realistic climatology. The fact that the SSW frequency is realistic is a by-product of this.

GCMs are tuned to provide realistic climatology, and if one wants to study SSWs then SSW frequencies in the Northern Hemisphere is something that the model is tuned to reproduce realistically. The forcing was tuned to produce reasonable SSW frequencies in idealized GCMs by Gerber and Polvani (2009), Sheshadri et al. (2015), and Lindgren et al. (2018), and in later versions of the Whole Atmosphere Community Climate Model (the first version had a very low SSW frequency; Charlton et al, 2007). Citations have been added (L48-50).

P3, L61: “main” -> “mean”

Edited (L68).

P3, last paragraph. Model resolution is surely another limiting factor of previous work that should be acknowledged. Model resolution determines what eddy-eddy interactions can be captured (see also my main point 2).

That is true, a sentence about this has been added (L99-100).

P4, L103: remove parenthesis around “Lindgren et al., 2018”.

Edited (L111).

P7, L200 and L202: “pressure levels below 50hPa” -> “vertical levels below 50hPa”. Otherwise it is confusing since “pressure levels below 50hPa” imply pressures 50hPa and lower, which is not what the authors intend.

Thank you for pointing this out, it has been edited as suggested (L211, 213). Also L133 and L135.

P7, L208-209 :“at pressure levels greater than 50hPa” -&gt; “at vertical levels below 50hPa”

Edited as suggested (L222-223).

Since Figs. S2-S5 are referenced quite a lot in the main text, it would make sense to put them in the main body rather than supplementary information. Also, why is the vertical extent plotted in Figs. S2 & S3 different to that in Figs. S4 and S5?

The figures have been put in the main text, and edited for clarity. Figures S2 and S3 are meant to show changes in wave convergence in the stratosphere, which is why
only the stratosphere is plotted. Figures S4 and S5, on the other hand, illustrate the vertical flux throughout the atmosphere and are therefore scaled with pressure and plotted from the lower troposphere.

Table 1: Please explain what do the square brackets around some of the entries mean. While it is explained in the main text, it would be helpful to have this information in the table caption.

    An explanation in the table caption has been added.

P11, L345: “u(\phi)” to me means just zonal wind at latitude \phi and not “meridional shear of the flow”. Perhaps better use “du/d\phi”? Or since this is not really referenced elsewhere, I would remove this altogether.

    Thank you for pointing this out; we meant du/d\phi and have edited accordingly (L369).

P13, L387: “confirms” -> “confirm”.

    Edited (L412).

P13, L402: “lower pressure levels” -> “lower levels”.

    Edited as suggested (L427).
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Response to Referee #2 – “The Role of Eddy-Eddy Interactions in Sudden Stratospheric Warming Formation”
Erik A. Lindgren and Aditi Sheshadri
December 3rd 2019
Author comments in red

Anonymous Referee #2
Review of ‘The role of eddy-eddy interactions in sudden stratospheric warming formation’ by Erik Anders Lindgren and Aditi Sheshadri
General Comments: This is an interesting and well-written paper trying to understand the role that nonlinear interactions between waves with different zonal wavenumbers (termed EEIs) can have in the formation of sudden stratospheric warmings (SSWs). Their main conclusions is that middle/upper stratospheric EEIs only have an influence on SSW frequency if the incoming wave flux from the lower troposphere is of a certain type (i.e., wave 1 as opposed to wave 2). They also show that the upper stratosphere is not simply a passive recipient of wave activity from below, but via EEIs can have a key influence on polar-vortex variability. They further apply their approach to examining the differences in the number of split and displacement type SSWs, finding that when wave-2 forcing is used, EEIs are necessarily required in the troposphere/lower stratosphere to produce displacements, but if wave-1 forcing is used, both splits and displacements are possible without EEIs. My overall suggestion is of minor corrections, which I list below as specific comments and technical comments.

We thank both referees for their careful reviews of the manuscript and their helpful suggestions. The paper has been edited based on the comments by the two referees, and most suggested changes have been made. Line numbers mentioned below refer to lines in the tracked-changes version of the manuscript.

Specific Comments: Line 37-38: Also de la Camara et al. (2019) and White et al. (2019) [both J. Clim] used chemistry-climate GCMs to examine the numbers of SSWs preceded by tropospheric wave activity, finding similar percentages to in Birner and Albers (2017; hereafter BA17). de la Camara et al. (2019) further found the same in the ERA-20C reanalysis.

Thank you, the suggested references have been added (L38-41).

Line 97: This opening sentence is seemingly not supported by the references provided later in the paragraph. From my understanding, neither BA17 nor Polvani and Kushner (2004) used a model to systematically remove EEIs from the stratosphere. Both used reanalysis datasets. Please clarify.

We thank the referee for pointing this out, the sentence was not clear. We mentioned these references to show that wave flux other than tropospheric flux is important, and therefore removing EEIs throughout the atmosphere cannot answer the question of where EEIs are important. The sentence has been edited for clarity (L104-105).
Lines 155-160: I feel that some reference should be made to Held and Suarez (1994) and Polvani and Kushner (2002) here as this sounds rather like their original setup(s).

It is correct that the setup is similar, we have added the references (L166-167, L169).

Line 161: At which pressure level is the imposed wave-1 or wave-2 heating perturbation cutoff? Please include here as it likely has an influence on the removal of EEIs in the lower stratosphere. From my understanding of Lindgren et al. (2018), the heating perturbation reached up to ~200 hPa; is that correct here too? Further to this, I wonder why the authors did not force planetary waves using topography. Using heating which extends up to the lower stratosphere (at high latitudes), seems like it could have an influence on the removal of the EEIs, especially given the jump in stratification across the tropopause which plays a key role in monitoring the amount of wave activity which can propagate into the stratosphere (Chen and Robinson 1992 – the tropopause valve idea).

While it is true that the top of the heating perturbation extends to 200 hPa while the peak of the 4000 m wave-2 mountain used by Sheshadri et al. (2015) and Lindgren et al. (2018) only reaches about 450 hPa, the wave fluxes produced by these forcings are not very different. The figure below shows vertical EP flux in the upper troposphere and lower stratosphere for the model runs forced with wave-2 heating (H2) and wave-2 topography (T2) in Lindgren et al. (2018). The contour intervals are identical in the two panels.

As the figure shows, the vertical wave flux around the tropopause is very similar in the two model runs. Although the heating perturbation is cut off at 200 hPa the heating perturbation is very weak at high altitudes and the wave forcing is, like in the topographically forced case, primarily located in the troposphere.

Splits and displacements cannot be obtained in comparable amounts with topography (Gerber and Polvani, 2009; Sheshadri et al., 2015; Lindgren et al., 2018). The effect of EEIs on split and displacement ratios would therefore be practically impossible to investigate, and that is the primary reason why heating perturbations were
used. This was mentioned in the Introduction, but we have edited the Introduction to make that clearer (L129-130).

Line 194: A citation of Birner et al. (2013; GRL) may be appropriate here who showed the importance of enstrophy fluxes (eddy-eddy interactions) in the region of the subtropical-midlatitude jet.

This is an interesting paper and we thank the referee for suggesting it; however, this sentence refers to the lower stratospheric equatorial region, a region that is further equatorward than the subtropics and midlatitudes studied by Birner et al. (2013).

Lines 204-231: This is a lot of discussion for the supplementary figures. I would consider including some, if not all, of these EP-flux figures in the main article itself rather than the reader continually flicking between the main and supplementary texts.

The figures have been put in the main text, and edited for clarity.

Lines 323-324: This apparent transfer between waves 1 and wave 2 could be quantified using the enstrophy flux term in the potential enstrophy budget. Indeed, Smith (1983) examined this budget for all low wavenumber waves during a particular SSW event. It even seems that it would be possible using your temperature tendency equation (just by decomposing the final term in the right hand side of eq 1 into different wavenumbers).

We thank the referee for this very interesting suggestion; indeed, we are following up on quantifying the precise nature of the interactions between wavenumbers 1 and 2 in the framework of the generalized quasi-linear approximation. In the current work we make the point that the variability of the stratosphere cannot be accurately represented without the presence of EEIs, and we plan on performing a decomposition of wavenumbers in future work.

Lines 349-351: This seems to suggest therefore that using an algorithm based on the absolute vorticity or potential vorticity may be more apt here. The algorithm used cannot capture proper splits or displacements, which I would think would still occur despite the lack of EEIs. On lines 362-363, you state that ‘true splits and displacements do not occur in NEs1 or NEs2’ – is this really the case? Or is it actually the case that your algorithm is not picking them up?

The fault does not lie with the SSW classification: the results of the classification were compared to absolute vorticity videos of each SSW in Lindgren et al. (2018) for H1 and H2 (the latter is referred to as subjective analysis in Lindgren et al., 2018). It was found that the classification agreed very well with subjective analysis. This type of subjective analysis was also performed for the no EEI runs used in this paper, and it was found that the SSW classification did very well in separating splits and displacements.

“True” splits and displacements do not occur without EEIs in the stratosphere simply because events where the vortex is displaced from the pole or split into two
daughter vortices do not happen without EEIs. This is evident in Figure 4, where absolute vorticity on the central dates of SSWs are shown. This is even clearer in the supplementary videos show absolute vorticity from 30 days before to 30 days after the events in Figure 4.

The classification sorts SSWs as splits or displacements based on the relative strengths of wavenumbers 1 and 2, so SSWs will be classified as splits or displacements regardless of whether splits or displacements actually occur. This would be the case for any SSW classification that sorts SSWs into either displacements or splits.

Lines 359-361: This is the second time that barotropic instability has been mentioned as a possible candidate for the results found (as well as further mentions in the discussion section). I suggest for the authors to calculate the zonal-mean meridional PV gradient which should not be that difficult as you already have the absolute vorticity shown in Figure 4. From this, one could deduce pretty quickly whether there is any instability using the Charney-Stern criterion (Charney and Stern 1962).

We thank the referee for the suggestion. We calculated the meridional derivative of quasi-geostrophic vorticity (q_y) and found that q_y had opposite signs in the 20N-90N region of the stratosphere during the majority of all days for all runs, showing that the necessary conditions for barotropic instability are satisfied. A few sentences about this have been added to the paper (L355-358).

Technical Comments: Line 18: add ‘a few’ before ‘days’

Edited as suggested (L17).

Line 19: add ‘can’ before ‘migrate’

Edited as suggested (L20).

Line 55: ‘forced in the troposphere’

Edited (L61).

Line 61: ‘main’ > ‘mean’ Line 112: ‘in an idealized’

Edited (L68; L120).

Line 131: Please clarify what is meant by ‘SSWs, splits and displacements’. Currently it doesn’t read well.

Edited for clarity (L141-142).
Figure 2 and all other figures: please make the label axis, contour labels and colorbar labels etc bigger. They are difficult to see currently.

Label sizes have been increased in all figures.

Line 234: Is this definition also using the extra criterion suggested by CP07? Namely, that SSWs are spaced sufficiently far apart to assume independence (they used 20-30 days I think)? The further conditions (regarding whether winds reversed back to westerly before April 30th, I presume, are irrelevant here).

Yes, that criterion is also used. This has been clarified in the text (L249).

Line 239: Was the difference in SSW numbers tested using a significance test? Line 283-284: i.e., there are less SSWs, as shown in Table 1.

A few sentences about statistical significance of changes in SSW frequencies as well as split and displacement ratios have been added (L253-255, L259, L278, L282-283, L338, L377, L381), and the method is described in detail in the supporting information. All differences in SSW frequencies are statistically significant at a 95% confidence level except those between H2, NE2 and NEt2.

Lines 287-288: Can you quantify this a little more? Over which latitude range does the jet move between runs? Do the SSW frequencies remain approx the same (perhaps that is what you meant by ‘variability of polar vortex strength’)?

We mean that the time mean positions of maximum jet strength are slightly different in the runs, which can be seen in Figures 2 and S1. The positions range from about 63N to 71N; this has been added to the text (L306-307). The variability of polar vortex strength refers to the latitude of interest in Figure 7 and Table 1 (u1060; 60N).
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Abstract. The effects of eddy-eddy interactions on sudden stratospheric warming formation are investigated using an idealized atmospheric general circulation model, in which tropospheric heating perturbations of zonal wave numbers 1 and 2 are used to produce planetary scale wave activity. Eddy-eddy interactions are removed at different vertical extents of the atmosphere in order to examine the sensitivity of stratospheric circulation to local changes in eddy-eddy interactions. We show that the effects of eddy-eddy interactions on sudden warming formation, including sudden warming frequencies, are strongly dependent on the wave number of the tropospheric forcing and the vertical levels where eddy-eddy interactions are removed. Significant changes in sudden warming frequencies are evident when eddy-eddy interactions are removed even when the lower stratospheric wave forcing does not change, highlighting the fact that the upper stratosphere is not a passive recipient of wave forcing from below. We find that while eddy-eddy interactions are required in the troposphere and lower stratosphere to produce displacements when wave number 2 heating is used, both splits and displacements can be produced without eddy-eddy interactions in the troposphere and lower stratosphere when the model is forced by wave number 1 heating. We suggest that the relative strengths of wave numbers 1 and 2 vertical wave flux entering the stratosphere largely determine the split and displacement ratios when wave number 2 forcing is used, but not wave number 1.

1 Introduction

Sudden stratospheric warmings (SSWs) are dynamical events that can occur during hemispheric winter and which result in a collapse of the stratospheric polar vortex. During SSWs the temperature of the middle and upper polar stratosphere increases by over 30 K over a period of a few days (Butler et al., 2015), and the strongest SSWs, often called major SSWs, are usually defined by a reversal of the zonal mean westerlies at 60° and 10 hPa (Charlton and Polvani, 2007). Accurate simulation simulations of SSWs in models are crucial to capture the variability of surface climate in midlatitudes, since the effects of SSWs can migrate down to the troposphere and can impact surface weather up to two months after onset (e.g., Baldwin and Dunkerton, 2001). During SSWs the stratospheric polar vortex is either displaced from the pole as a single entity or split into two daughter vortices. These two types of SSWs are known as displacements and splits, and they are dominated by zonal wave number 1 and 2 disturbances, respectively. It has been suggested that splits and displacements are dynamically distinct (Charlton and Polvani, 2007; Matthewman et al., 2009), and some studies claim that they may have different surface impacts (e.g., Mitchell et al., 2013; Seviour et al., 2013; Lindgren et al., 2018), while others have found that differences in surface impacts are
not consistent for different split and displacement classifications, and that large numbers of events are required to distinguish any differences (Maycock and Hitchcock, 2015). Major SSWs occur about every other year in the Northern Hemisphere and are roughly equally distributed between splits and displacements (Charlton and Polvani, 2007; Lindgren et al., 2018, and others) (Charlton and Polvani, 2007; Lindgren et al., 2018, and others). Only one major SSW has been observed in the Southern Hemisphere (e.g., Allen et al., 2003).

Despite their importance for Northern Hemisphere climate Hemispheric climate variability, the dynamics behind SSW generation remains poorly understood. SSWs can occur when waves propagate from the troposphere to the stratosphere where they break and deposit momentum (e.g., Matsuno, 1971), and from this perspective SSWs can be considered wave-mean flow interactions. It has long been known that SSW-like zonal mean wind variations can occur in model setups as simple as one-dimensional β-plane models (e.g., Holton and Mass, 1976; Yoden, 1990). SSW generation in general circulation models (GCMs) and the observed atmosphere, however, is likely much more complicated. Although anomalously strong tropospheric wave forcing can produce SSWs, SSW-like events have been found to occur in idealized GCMs with suppressed tropospheric variability (Scott and Polvani, 2004, 2006), and recent research has shown that the majority of SSWs in both reanalysis data (Birner and Albers, 2017) only about a third of SSWs and SSW-like events are associated with anomalous tropospheric wave forcing. This has been shown in reanalysis data (Birner and Albers, 2017; de la Cámara et al., 2019), chemistry-climate models (de la Cámara et al., 2019; White et al., 2019) and one idealized GCM (Lindgren et al., 2018) occur without anomalous tropospheric wave forcing. Birner and Albers (2017) argued that the dynamical processes responsible for most SSWs occur just above the tropopause, even though the wave forcing responsible for the events originate originates near the surface. The importance of stratospheric processes in SSW dynamics was also emphasized by Hitchcock and Haynes (2016), who found that the evolution of the stratospheric mean state during SSWs is crucial in determining the wave flux during the warming. Given the complexity of SSW generation it is not possible to predict how frequently, or even if, SSWs will occur in a given model setup a priori. GCMs are therefore often extensively tuned to produce realistic SSW frequencies, both in idealized models (e.g., Gerber and Polvani, 2009; Sheshadri et al., 2015; Lindgren et al., 2018) and advanced chemistry-climate models such as the Whole Atmosphere Community Climate Model (WACCM), the first version of which only produced 0.10 SSWs per year (Charlton et al., 2007).

Exactly which dynamical processes are responsible for vortex splits and displacements is also unclear. Since displacements and splits are zonal wave number 1 and 2 disturbances, respectively, one could expect that the zonal wave number of the wave flux propagating from the troposphere will determine the type of SSW produced. Large-scale topography of a single, zonal wave number has often been used to produce Northern Hemisphere winter-like stratospheric variability in idealized GCMs, and in such cases the wave number of the topography does indeed strongly influence the type of SSW produced, with wave number 1 (wave 1) topography favoring displacements (Martineau et al., 2018) and wave number 2 (wave 2) topography producing mostly or only splits (Gerber and Polvani, 2009; Sheshadri et al., 2015; Martineau et al., 2018; Lindgren et al., 2018). Recently, however, Lindgren et al. (2018) showed that splits and displacements occur in comparable amounts when an idealized GCM is forced with wave 1 or wave 2 tropospheric heating perturbations. Since the tropospheric forcings are of pure wave 1 or 2 format
these results indicate that some wave-wave (eddy-eddy) interaction could be taking place somewhere between the waves being forced in the troposphere and the waves breaking in the stratosphere.

Idealized models are useful tools when investigating specific dynamical processes, and simple models have been frequently used in previous studies of SSW dynamics. After one-dimensional $\beta$-plane models (e.g., Holton and Mass, 1976; Yoden, 1990) the next step in the model hierarchy includes the effects of eddy-eddy interactions (EEIs), and research about the role of EEIs in stratospheric dynamics dates back to the 1980s. Lordi et al. (1980) applied wave 1 and 2 geopotential height forcings at the lower boundary of a primitive equation spectral model of the stratosphere to simulate SSWs. They used spectral truncation to remove interactions between wave numbers, and only allowed the wave number of the forcing to interact with the main mean flow. They concluded that nonlinear interactions are important for the evolution of the mean flow and temperature fields in the middle and upper stratosphere, especially when wave 1 forcing was used. Austin and Palmer (1984) used a primitive equation model of the stratosphere and mesosphere to investigate the role of nonlinear effects in setting up the monthly mean wave amplitudes in the stratosphere during December 1980, and concluded that EEIs cannot be ignored for accurate simulations of the middle atmosphere.

O’Neill and Pope (1988) carried out an extensive study of linear and nonlinear disturbances in the stratosphere resulting from tropospheric perturbations, with the same primitive equations model that Austin and Palmer (1984) used. They found that linear theories of wave propagation and wave-mean flow interaction were useful when the imposed lower boundary forcing was weak, but that the stratospheric flow was highly nonlinear in the latter stages of simulations with strong forcing. Their results suggested that major stratospheric warmings evolve from highly asymmetric states through complicated nonlinear interactions, rather than simple wave-mean flow interactions.

Robinson (1988) simulated a minor wave 1 stratospheric warming in a primitive equation model, while running the model in a fully nonlinear mode as well as in a quasi-linear mode, with waves of only one wave number and the zonal flow. The model runs were 60 days long following the spin-up period. He found that irreversible modifications of the potential vorticity field were stronger and more localized when EEIs were allowed, and that the differences between the nonlinear and quasi-linear model runs come from modifications of the interactions between wave 1 and the zonal flow by shorter waves. The interactions between shorter waves and the mean flow were found to be of much less importance when accounting for the differences between the experiments.

There is also observational evidence to suggest that EEIs are largely responsible for modulating the relative strengths of wave 1 and wave 2 disturbances in the stratosphere. Smith et al. (1983) used satellite data to investigate the importance of wave-mean flow interactions versus EEIs in the Northern Hemisphere during the 1978-79 winter, and found that vacillations between wave 1 and wave 2 in the geopotential height field could be largely attributed to EEIs in the stratosphere, rather than forcing from the tropopause region.

The authors mentioned above have shown that EEIs play an important role in stratospheric dynamics in general and SSW dynamics in particular, but many questions regarding the role of EEIs in SSW dynamics remain unanswered. One major restriction of the previous studies is that spectral truncation was used to eliminate EEIs, while keeping only the interactions between a single wave number and the mean flow (Lordi et al., 1980; Robinson, 1988). The climatological wave flux in the observed strato-
sphere contains both wave 1 and wave 2 components (e.g., Birner and Albers, 2017), both of which can interact with the mean flow. Given that displacements and splits are wave 1 and wave 2 disturbances, respectively, removal of either of the major stratospheric wave numbers along with EEIs will enable only one type of SSW to form, even though SSWs in the observed atmosphere are roughly equally distributed between splits and displacements (Charlton and Polvani, 2007; Lindgren et al., 2018, and others).

Another limitation (Charlton and Polvani, 2007; Lindgren et al., 2018, and others) is the short temporal extent and coarse resolutions of the model runs, due to the limited computing resources of the 1980s. It is known that EEIs are important both for SSW generation (O'Neill and Pope, 1988) and the evolution of the stratospheric mean state during SSWs (Hitchcock and Haynes, 2016) but the effect that EEIs have on SSW frequencies has not been investigated, and it is not clear a priori whether EEIs act to enhance or diminish SSW generation.

Furthermore, previous work has removed EEIs throughout the vertical extent of the models even though the dynamics of the troposphere, tropopause region, and stratosphere are very different. Birner and Albers (2017) emphasized the importance of dynamics in the 300-200 hPa region (just above the tropopause) for SSW formation. Polvani and Waugh (2004) found that anomalous wave fluxes at 100 hPa and further down in the troposphere precede SSWs and deduced that the origin of SSWs can be found in the troposphere (although they acknowledged the fact that the stratosphere may play a role in modulating the events). These results indicate that dynamical processes in the troposphere and lower stratosphere are crucial in SSW formation, which raises the question as to whether or not the role of EEIs in SSW dynamics varies accordingly. The recent results of Lindgren et al. (2018) show that both splits and displacements can form with a tropospheric forcing of a single wave number, indicating that EEIs could act to transfer energy from the wave number of the forcing to the other major stratospheric wave number somewhere between the troposphere and the stratosphere. In order to understand the importance of EEIs for SSW generation as well as split and displacement distributions at different vertical levels in the atmosphere, a different method of removing EEIs must be used.

More recently, the effects of EEIs on atmospheric dynamics has been investigated in idealized models by calculating the advection of eddy fluctuations by eddy winds, and replacing them with their zonal mean values. Unlike the spectral truncation mentioned in the papers above, this method allows climatological wave flux of all wave numbers to interact with the mean flow, and it retains much of the zonal mean climatology of (nonlinear) control runs. The method has been successfully used to investigate tropospheric dynamics by several authors: O’Gorman and Schneider (2007) removed EEIs in an idealized GCM and found that the atmospheric kinetic energy spectrum retained its wave number dependence when EEIs were removed, even though this dependence was previously thought to be determined by EEIs. Chemke and Kaspi (2016) showed that EEIs in an idealized GCM actually decrease the number of eddy-driven jets in the atmosphere by narrowing the latitudinal region where zonal jets can appear. This method has also proven useful when applied to advanced theories of jet dynamics in beta-plane models (e.g., Srinivasan and Young, 2012; Tobias and Marston, 2013; Constantinou et al., 2014).

In this paper we investigate the role of EEIs in SSW formation by removing the effects of zonal EEIs in an idealized GCM, using the method of O’Gorman and Schneider (2007). We use the model output produced with heating wave 1 (H1) and wave 2 (H2) tropospheric forcing from Lindgren et al. (2018), both of which have been shown to produce splits and displacements in comparable amounts (even though the forcings are of a single wave number. This makes the model setups ideal for studying
the role of EEIs in SSW generation in general, and split and displacement formation in particular. We perform model runs under three additional settings for each forcing: one without EEIs anywhere, one without EEIs in the troposphere and lower stratosphere, and one without EEIs in the middle and upper stratosphere. The latter two, hereafter referred to as the mixed runs, allow us to investigate the effects of removing EEIs above (below) the pressure below (above) the vertical levels that Polvani and Waugh (2004) and Birner and Albers (2017) highlighted as crucial for SSW generation, while still allowing EEIs below (above) above (below). By comparing the results of the mixed runs to the fully nonlinear control runs and the model runs without EEIs anywhere, we can investigate the importance of EEIs in the middle and upper stratosphere when the climatology (and hence mean wave forcing) in the troposphere and lower stratosphere remains unchanged. We use the model runs to answer three questions related to EEIs and SSW formation that have not been investigated before:

1. To what extent do EEIs affect SSW frequencies?

2. To what extent are the numbers of splits and displacements, and their ratios, affected by EEIs?

3. How do EEIs affect the numbers of SSWs, splits and displacements, SSWs frequencies and split and displacement ratios when the lower stratospheric wave forcing does not change?

We find that the effects of EEIs on SSWs are strongly dependent on the wave number of the tropospheric forcing. We show that removing the absence of EEIs can significantly alter SSW frequencies, and that whether EEIs increase or decrease SSW frequencies depends on the tropospheric forcing that is used and the vertical levels where EEIs are removed. Significant changes in SSW frequencies between model runs with and without EEIs in the middle and upper stratosphere are obtained even though the lower stratospheric wave forcings of the model runs do not change, highlighting the fact that the stratosphere is not a passive recipient of lower stratospheric wave forcing. We further find that while EEIs are required in the troposphere and lower stratosphere to produce displacements when wave 2 forcing is used, both splits and displacements can be produced without EEIs in the troposphere and lower stratosphere when the model is forced by wave 1 heating.

Section 2 describes the method used to remove the effects of EEIs, and the way it was implemented in the model runs. Section 3 describes changes in climatology caused by removal of EEIs. Section 4 compares the SSW frequencies, split and displacement ratios, and polar vortex strength variabilities of the eight different model runs. A discussion of the results and conclusions can be found in Sect. 5.

2 Removal of eddy-eddy interactions

Following O’Gorman and Schneider (2007), we calculated the tendency due to EEIs (the eddy-eddy tendency), subtracted it from the total tendency of horizontal wind and temperature, and added the zonal mean value of the eddy-eddy tendency (the mean tendency) to the total tendency equation. This method removes interactions between zonal waves. This substitution was
described by O’Gorman and Schneider (2007) by using the equation for temperature tendency as an example. In the control run the evolution is

\[
\frac{\partial T}{\partial t} = -v \frac{\partial T}{\partial y} + \ldots,
\]

\[= -\overline{v} \frac{\partial \overline{T}}{\partial y} - \overline{v} \frac{\partial \overline{T}'}{\partial y} - v' \frac{\partial T'}{\partial y} + \ldots, \tag{1}
\]

where overbars denote zonal means while primes show deviations from the zonal mean (eddies). Only the terms related to meridional advection of temperature have been written out. The last term in Eq. (1) describes the advection of temperature eddies due to meridional wind eddies. In the model runs where EEIs are not allowed Eq. (1) becomes

\[
\frac{\partial T}{\partial t} = -v \frac{\partial T}{\partial y} + \ldots,
\]

\[= -\overline{v} \frac{\partial \overline{T}}{\partial y} - \overline{v} \frac{\partial \overline{T}'}{\partial y} - v' \frac{\partial T'}{\partial y} + \ldots, \tag{2}
\]

where the contribution due to EEIs has been replaced by its zonal mean value.

Two model runs from Lindgren et al. (2018) are used in this paper. The GCM is a dry, hydrostatic, global primitive equation model with T42 resolution in the horizontal and 40 vertical \(\sigma\) levels, where \(\sigma = p/p_s\). The model setup is based on that of Polvani and Kushner (2002). There are no convection or radiation schemes in the model, and temperature is relaxed towards a zonally symmetric temperature profile through Newtonian relaxation. The temperature profile is symmetric about the equator in the troposphere and identical to that of Held and Suarez (1994), but set to perpetual Northern Hemisphere midwinter conditions in the stratosphere. The transition between tropospheric and stratospheric equilibrium temperature profiles occurs at 200 hPa. Tropospheric diabatic heating perturbations are used to produce Northern Hemisphere winter-like stratospheric variability. The reader is referred to Lindgren et al. (2018) for more information about the model and heating perturbations. In addition to the H1 and H2 runs from Lindgren et al. (2018) another three runs were performed for each forcing wave number, where each of the three additional runs removed EEIs in different parts of the atmosphere. All model set ups were run under Northern Hemisphere winter conditions for 31,100 days, and the last 30,000 days were used for the analysis. The vertical structures of where EEIs are permitted and removed can be found in Figs. 1 and 2.

In the control runs (H1 and H2; black line in Figs. 1 and 2) EEIs are allowed everywhere. In the no EEIs-anywhere runs (NE1 or NE2 depending on the wave number of the forcing; red line) the effects of EEIs were removed at each pressure level. In the mixed runs the model is set up to switch between allowing and not allowing EEIs linearly with pressure. The transition occurs
between 50 and 30 hPa. In the case of the runs with no EEIs allowed in the troposphere and lower stratosphere (hereafter shortened as NEt1 or NEt2; green line) the following substitution is made:

\[
\frac{\partial T}{\partial t} = \begin{cases} 
\frac{\partial T}{\partial t} - v' \frac{\partial T'}{\partial y} + v' \frac{\partial T'}{\partial y}, & p > p_1, \\
\frac{\partial T}{\partial t} + \left(1 - \frac{p_1 - p}{p_1 - p_2}\right) \left(-v' \frac{\partial T'}{\partial y} + v' \frac{\partial T'}{\partial y}\right), & p_2 \leq p \leq p_1, \\
\frac{\partial T}{\partial t}, & p < p_2.
\end{cases}
\]  

(3)

In the above equation the temperature tendency from Eqs. 1 and 2 has been used as an example. \(p_1 = 50\) hPa and \(p_2 = 30\) hPa. Similarly, when EEIs are not allowed in the upper stratosphere (hereafter shortened as NEs1 or NEs2; blue line) the equation describing the substitution is

\[
\frac{\partial T}{\partial t} = \begin{cases} 
\frac{\partial T}{\partial t}, & p > p_1, \\
\frac{\partial T}{\partial t} + \frac{p_1 - p}{p_1 - p_2} \left(-v' \frac{\partial T'}{\partial y} + v' \frac{\partial T'}{\partial y}\right), & p_2 \leq p \leq p_1, \\
\frac{\partial T}{\partial t} - v' \frac{\partial T'}{\partial y} + v' \frac{\partial T'}{\partial y}, & p < p_2.
\end{cases}
\]  

(4)

The mixed runs enable an investigation of the effects of EEIs in different regions of the atmosphere. Although it may seem an obvious choice to put the transition region around the tropopause this alters the climatologies of the mixed runs significantly compared to the control runs, something that is likely caused by **significant** **substantial** changes in the strong climatological wave convergence in the tropopause region (see Figs. S2 and S3 in the supporting information). Instead, the 50 hPa and 30 hPa levels were chosen as start and end points of the transition region. This choice has two strong advantages over the tropopause region: first, it is an unusually calm region of the atmosphere in terms of wave activity and changes in wave interactions do not affect the climatology as strongly. Second, the pressure levels where lower stratospheric wave forcing has been highlighted as important for SSWs range from 300-200 hPa (Birner and Albers, 2017) to 100 hPa (Polvani and Waugh, 2004). The choice of a transition region between 50 and 30 hPa as opposed to the tropopause means that we can keep what is thought to be the most important wave forcing identical between model runs that allow (remove) EEIs everywhere and turn EEIs off (on) in the middle and upper stratosphere.

### 3 Climatology in the absence of EEIs

Figure 2 shows the climatological zonal mean zonal wind for the four model runs with wave 2 heating, along with panels indicating the pressure levels where EEIs are allowed. Zonal mean zonal winds for model runs with wave 1 heating can be found in the supporting information (Fig. S1). A comparison of H2 (Fig. 2a) to NE2 (Fig. 2b) shows that the model retains much of the climatological zonal mean zonal wind structure even in the absence of EEIs, although with some notable exceptions.
For one, the polar night jet is much more separated from the tropospheric jet when EEIs are not allowed in the troposphere and lower stratosphere (panels b and d). The jet strength, however, is largely unaffected in NE2. This is not the case in all model runs, especially NEs2 (Fig. 2c) compared to the other model runs with wave 2 heating. The area where the zonal mean zonal wind approaches zero m s\(^{-1}\) found in the equatorial lower stratosphere in the control runs is not reproduced when EEIs are not allowed in the troposphere and lower stratosphere (panels b and d), indicating that EEIs play an important role in this area. Furthermore, there are two tropospheric jets in the Southern Hemispheres of these runs. O’Gorman and Schneider (2007) and Chemke and Kaspi (2016) also obtained additional tropospheric jets in their models when removing EEIs, and Chemke and Kaspi (2016) showed that EEIs decrease the number of eddy-driven jets in the atmosphere.

Comparisons between the mixed runs and H2 or NE2 show that changes in the middle and upper stratosphere have very little influence on the climatology of the troposphere and lower stratosphere. When EEIs are allowed in the troposphere and lower stratosphere only (NEs2; Fig. 2c) the zonal mean zonal winds at pressure vertical levels below 50 hPa are very similar to those of the control run (H2; Figs. 2a). Similarly, when EEIs are not allowed in the troposphere and lower stratosphere (NEt2; Fig. 2d) the climatology at pressure vertical levels below 50 hPa is very similar to that of the model run where EEIs are not allowed anywhere (NE2; Fig. 2b). The same is true when wave 1 heating is used; see Fig. S1.

To investigate the changes in wave activity caused by removing EEIs we calculated the climatological wave 1 and wave 2 components of vertical Eliassen-Palm (EP) flux \(F_p\) and divergence of EP flux for the eight model runs. The calculations were based on Edmon et al. (1980), and are identical to those found in Lindgren et al. (2018). Figures S2 through S5 in the supporting information show the wave 1 and wave 2 components of the two quantities. The most important result of the EP flux figures is that, just like the zonal mean zonal wind in Fig. 2, the divergence of EP flux and \(F_p\) at pressure levels greater than vertical levels below 50 hPa depend on whether or not EEIs are allowed at these levels: NE1 and NE2 look very similar to Net1 and Net2, while H1 and H2 look like NEs1 and NEs2 in this region. This indicates that changing the conditions for EEIs above 50 hPa does not affect the climatological wave forcing from lower levels, and it will enable us to answer how important the shed light on the importance of the middle and upper stratosphere is for SSW generation compared to the 300-200 hPa (Birner and Albers, 2017) and 100 hPa (Polvani and Waugh, 2004) levels highlighted by previous authors.

There are substantial wave 1 and wave 2 EP flux divergence components in the stratosphere of both H1 and H2 (panels a and b in Figs. S2 and S3 and 4), which shows that there is a large amount of both wave 1 and wave 2 activity in the two control runs. This results in large numbers of both splits and displacements in both runs (Lindgren et al., 2018). In contrast, removal of EEIs everywhere results in an EP flux divergence completely dominated by the wave number of the forcing, with practically only wave 1 and no wave 2 EP flux convergence in NE1 (Fig. S2-3c and d) while the opposite is true for NE2 (Fig. S2-4c and d). This result is not surprising: removal of EEIs means that waves can only interact with the mean flow, which excludes the possibilities of energy transfer between wave numbers. In contrast, there are areas of EP flux divergence of a wave number different from that of the tropospheric forcing just above the transition region in Net1 and Net2 (Figs. S2f and S3e3f).
and 4e), and areas of EP flux convergence in the same region in the wave number of the forcing (Figs. S2e and S3f, 3e and 4f). This suggests that once EEIs are allowed some of the wave activity is transferred from the wave number of the forcing to the other of the two major stratospheric wave numbers. Another aspect worth noting is that the areas of strongest $F_p$ and EP flux convergence occur further poleward when EEIs are allowed in the stratosphere compared to when they are not. This does not seem to be a result of changing zonal wind climatology and hence a shift in the structure of the wave guide, since the latitudinal polar night jet shifts between the model configurations are modest (Figs. 2 and S1). Robinson (1988) found that removal of all waves but wave 1 resulted in a more equatorward wave flux compared to his nonlinear model run. He deduced that this difference came from the removal of interactions between wave 1 and shorter waves, and that interactions between shorter waves and the mean flow had a comparably small effect on the wave flux. Our results confirm the conclusion of Robinson (1988) since our experiments allow interactions between all waves and the mean flow, and the equatorward shift persists.

4 Impacts on SSWs and polar vortex strength

Table 1 shows the SSW frequencies, time mean and variability of zonal mean zonal wind at 10 hPa and 60° N, and split and displacement ratios for the eight runs. A SSW is defined here as a reversal of the zonal mean westerlies at 60° N and 10 hPa with at least 20 days of consecutive westerlies between events (Charlton and Polvani, 2007). The SSW frequency is one way to characterize the variability of the stratospheric polar vortex, but it is a binary definition and not wholly representative of stratospheric variability. The time mean and variability of the zonal mean zonal wind at the same pressure level and latitude therefore provide further metrics for how changes in EEIs affect the polar vortex strength. The wave amplitude classification (WAC) introduced by Lindgren et al. (2018) was used to classify the SSWs as splits or displacements. We use a Monte Carlo approach to assess the statistical significance of differences in SSW frequencies and split and displacement ratios, at a 95% confidence level; the method is described in detail in the supporting information.

Removal of EEIs affects SSW frequencies significantly when the model is forced by wave 1 heating. The SSW frequency in H1 is 0.66 SSWs per 100 days, but in NE1 the frequency is increased to 0.82 (a 24% increase). The frequencies are lower in the mixed runs: 0.44 in NEt1 and 0.31 in NEs1 (decreases of 34% and 53% compared to the control run, respectively). The differences between these model runs are all statistically significant. It is reasonable that the SSW frequency in the wave 1 runs should be affected by removal of EEIs since EEIs affect the climatological wave forcing quite strongly with this heating perturbation. Figure S4-5 shows that there are strong tropospheric wave 1 and wave 2 components of $F_p$ in H1, but that the wave 2 component disappears when EEIs are not allowed in the troposphere. However, the results from the mixed runs are more surprising: removal of EEIs in the middle and upper stratosphere only (NEs1) decreases the SSW frequency by over 50% compared to the control run. Similarly, allowing EEIs in the middle and upper stratosphere only (NEt1) decreases the SSW frequency by 45% compared to NE1. As was mentioned in the previous section, the tropospheric and lower stratospheric wave forcing depends on whether or not EEIs are allowed at these levels, and not on the conditions in the middle and upper stratosphere. The fact that the wave forcings and climatologies below 50 hPa in H1 and NEs1 as well as NE1 and NEt1 are practically identical while their SSW frequencies are very different shows that EEIs in the stratosphere play a major role in SSW
generation. Supporting the conclusions of Hitchcock and Haynes (2016), it also highlights the fact that the upper stratosphere is not a passive recipient of wave forcing from below, even though the importance of tropospheric and lower stratospheric wave forcing for SSW generation has often been emphasized (Polvani and Waugh, 2004; Birner and Albers, 2017). Like O’Neill and Pope (1988), we find that SSWs cannot simply be considered forced by wave-mean flow interactions from a lower boundary. However, there is no clear answer to how EEIs in the middle and upper stratosphere influence SSW frequencies with wave 1 forcing: a comparison between H1 and NEs1 suggests that EEIs are necessary in the middle and upper stratosphere to get high SSW frequencies, while the results for NE1 and NEt1 indicate that allowing EEIs in the middle and upper stratosphere decreases the SSW frequency.

In contrast to the runs with wave 1 forcing, removal of EEIs in the troposphere and lower stratosphere does not dramatically alter the SSW frequency when wave 2 forcing is used: NE2 and NEt2 have SSW frequencies of 0.51 and 0.45, compared to 0.48 in the control run. This is not surprising considering the fact that almost all tropospheric and lower stratospheric wave forcing in H2 is in the wave number of the forcing (Fig. S5), so removal of EEIs does not affect the climatological forcing as strongly as when wave 1 forcing is used. However, when EEIs are removed in the middle and upper stratosphere only (NEs2) the SSW frequency increases by 37 % compared to H2. The differences between this frequency and those of H2, NE2 and NEt2 are statistically significant. This increase in SSW frequency could be the reason for the weakened climatological polar night jet seen in Fig. 2c, although another explanation is that removal of EEIs weakens the polar night jet. This weakened jet would then require less wave forcing to create SSWs, which would increase the SSW frequency. Like the case of the mixed runs with wave 1 forcing, the increase in SSW frequency shows that middle and upper stratospheric EEIs play a major role in SSW generation. Interestingly, this change in SSW frequency is completely different from the one between NE1 and NEs1: with wave 2 forcing the SSW frequency increases without EEIs in the middle and upper stratosphere, while the opposite is true with wave 1 forcing.

Unlike the SSW frequencies, some changes in mean polar vortex strength and variability, as measured by the standard deviation of polar vortex strength, are consistent for model runs with both wave 1 and wave 2 forcing. In both cases the standard deviation of polar vortex strength is highest in the control run (H1 and H2), and lowest when EEIs are removed in the troposphere and lower stratosphere (NEt1 and NEt2). As can be expected, low mean polar vortex strengths and high standard deviations are correlated with high SSW frequencies. More revealing than these numbers are the time evolutions of polar vortex strength, seen in Fig. 7 for all eight model runs during 2000 days of the model simulations. The 2000 days are typical for the model runs. The data has been smoothed with a 10 day filter for clarity, and Fig. S6-S2 in the supporting information shows the same data unfiltered. Figure 7a shows how removal of EEIs affect the time evolution of the polar vortex strength when wave 1 heating is used. The strength of the polar vortex is highly variable in H1 (black), and has maximum and minimum strengths higher and lower than any of the other three model runs. Table 1 indicated that the polar vortex strength in NE1 (red) is both lower and less variable than H1, and Fig. 7a confirms this. The variations also seem to be of shorter duration in NE1 compared to H1. Based on the figure, the polar vortex strength in NEs1 (blue) is much more similar to that in H1 than to the one in NE1. The polar vortex in NEs1 exhibits the same long term variability as H1, but does not become strongly negative as frequently as the one in H1. In Fig. 7a the polar vortex in NEt1 (green) exhibits little variability. From the figure it may seem like SSWs
are infrequent in NEt1 compared to the other model runs, but it actually has a higher SSW frequency than NEs1. Instead, the polar vortex NEt1 exhibits a lot of short term variability that is filtered out in Fig. 7a, but is visible in Fig. S6a:S2a.

The latitude of maximum polar vortex strength changes slightly between the model runs (from about 63° N to 71° N; see Figs. 2 and S1), and the relative mean values and variabilities of polar vortex strength therefore change when the latitude of interest is changed. However, the timescales of variability are qualitatively similar for given model runs with modest changes in latitude and pressure. Figures 7 and S6-S2 can therefore be thought of as reasonable representations of overall polar vortex behavior.

As in the case of H1, the polar vortex strength in H2 has a larger variability than in any of the model runs with EEIs removed (Fig. 7b). The polar vortex strength in H2 varies on timescales up to 1000 days; much longer than any other model runs. As in the case of NE1 and H1, the polar vortex in NE2 has a lower mean strength and lower variability than that in H2, and the timescale of the variability is much shorter than in H2. Unlike the case with wave 1 heating, the polar vortex in NEs2 has a mean strength and variability that resembles that of NE2 more than that of H2. Just like in the case of Net1, the variability of polar vortex strength in NEt2 is low, and much of the variability happens on short timescales which are filtered away in Fig. 7. However, unlike the case of Net1 the polar vortex strength in NEt2 does not seem to vary on long timescales.

Figure 7 tells us much about how EEIs affect polar vortex strength and, by extension, SSW frequencies. The structure of the polar vortex variability in NEs1 is similar to that of H1, indicating that EEIs in the troposphere and lower stratosphere are important for much of the long term (a few hundred days) variability of polar vortex strength when wave 1 heating is used. The fact that the SSW frequency is much lower in NEs1 compared to H1 could indicate that middle and upper stratospheric EEIs are important in order to strongly disturb the polar vortex, at least when the lower stratospheric wave forcing is obtained with wave 1 heating in the presence of EEIs. The similarities in polar vortex behavior between NE2 and NEs2, on the other hand, indicate that EEIs in the troposphere and lower stratosphere are not as important when it comes to variability of the polar vortex (although the SSW frequency is higher in NEs2 compared to NE2). This is likely due to the fact that most of the tropospheric wave forcing in all model runs with wave 2 heating is in wave 2 (Fig. S5). This is not the case with wave 1 heating, where the tropospheric wave forcing has substantial wave 1 and wave 2 components in H1 and NEs1 but not NE1 and NEt1 (Fig. S45). The differences between H2 and NEs2 show that EEIs in the middle and upper stratosphere are crucial in setting the long term behavior of the polar vortex when wave 2 heating is used. EEIs seem to strongly alter the structure of the stratosphere, which may alter the amount of wave forcing that can propagate up from below. The fact that the polar vortices in Net1 and Net2 exhibit the lowest amounts of variability, and variability on the shortest timescales, could indicate that much of any anomalous tropospheric and lower stratospheric wave flux is damped away in the transition region between 50 and 30 hPa. Comparisons of total EP flux convergence (not shown) support this: compared to NE1 and NE2, there is stronger EP flux convergence in the transition region of Net1 and Net2, and less EP flux convergence further up in the stratosphere. The wave convergence in the transition region could produce low frequency variability in the polar vortex strength and leave less wave flux to converge further up in the stratosphere, where it would likely affect the polar vortex more strongly.

Table 1 also contains the numbers and fractions of splits in the model runs. 59% of SSWs in H1 are splits, and this number is increased to 80% in Net1 (a statistically significant difference). This result seems counterintuitive: as was mentioned above
there is strong climatological tropospheric wave 1 and wave 2 flux in H1, while the tropospheric forcing is almost pure wave 1 when EEIs are not allowed. A possible explanation for this is that much of the wave activity is transferred from wave 1 to wave 2 in the upper stratosphere, where EEIs are allowed. Panels e and f in Fig. S2-3 show the wave 1 and wave 2 EP flux divergence for NEt1. The panels show that while the EP flux convergence in the upper stratosphere is certainly dominated by the wave 1 component (panel e), much of this wave 1 convergence is overlapped by large wave 2 divergence (panel f). These areas, which can be found above the transition region, likely show regions of wave 1 to wave 2 energy transfer. This energy transfer from wave 1 to wave 2 could supply enough wave 2 forcing to produce splits. The wave 2 vertical flux and flux convergence is lower than its wave 1 counterparts, which shows that the split and displacement ratios are not simply results of the relative climatological forcings. Another explanation for the wave 2 structures is that they arise through barotropic instability, which has been shown to induce wave 2 growth in the stratosphere. Hartmann (1983) investigated the barotropic instability of the polar night jet and suggested that the presence of wave 1 forcing may enhance the growth rates of shorter waves of similar phase speeds. Motivated by observations of wave 2 growth confined to the Southern Hemisphere winter stratosphere, Manney et al. (1991) investigated the possibility of barotropic instability as a mechanism for wave 2 growth using a barotropic model as well as a zonally symmetric three-dimensional model. They found that both wave 2 and 3, but in particular wave 2, were destabilized when the basic flow in the barotropic model contained stationary wave 1 and zonal flow. Unstable modes of wave 1, 2 and 3 were found in the three-dimensional model, and the authors noted that the wave 2 modes were usually the most unstable. To verify that barotropic instability could be the reason for the presence of wave 2 structures in these model runs, we calculated the quasi-geostrophic potential vorticity in the 20° N to 90° N region of the stratosphere. A condition for barotropic instability is that the meridional derivative of potential vorticity changes sign in the domain (Charney and Stern, 1962), and this condition is fulfilled for the absolute majority of days in all eight model runs.

The fractions of splits for NE1, NEs1, NE2 and NEs2 are in brackets to signify that the SSWs in these runs do not look like typical splits and displacements, even though our SSW classification sorts these SSWs into one of the two categories. Figure 8 shows the absolute vorticity at 10 hPa and 80 hPa on the central dates of typical SSWs in the eight model runs. Corresponding videos showing 60 days surrounding the SSWs can be found in the supporting information. The 10 hPa level is of interest since that is where SSWs are usually defined, and the 80 hPa level was chosen because it is below the transition region. Panels a and e show a displacement in H1. The displacement of the polar vortex from the pole can clearly be seen at 10 hPa, while there is little to no suggestion of a displacement at 80 hPa. A clear split in H2 can be seen in panels i and m, and the split of the vortex extends all the way down to the lower stratosphere. In contrast, the 10 hPa levels in NE1, NEs1, NE2 and NEs2 (panels b, d, j and l) do not show either splits or displacements, even though wave 1 and wave 2 zonal structures can be seen. Instead it seems SSWs are followed by meridionally oriented waves when the effects of zonal EEIs are removed. These structures arise when the meridional shear of the flow \((u(\phi) - u_\phi)\) interacts with zonal wave numbers. Even though these are wave-wave interactions they are allowed to occur, since our method only removes interactions between zonal waves. Shepherd (1987) argued that interactions between stationary and transient waves in the observed atmosphere could be understood to first order through processes like these, where meridional shear transfers enstrophy along lines of constant zonal wave numbers.
Even though typical splits and displacements do not occur when EEIs are not allowed in the middle and upper stratosphere, SSWs in NE1, NEs1, NE2 and NEs2 are still classified as "splits" and "displacements" since the SSW classification of Lindgren et al. (2018) is based on wave amplitudes of geopotential height. The numbers in brackets in Table 1 therefore show that wave 2 amplitudes completely dominate SSWs when wave 2 forcing is used, with NE2 and NEs2 producing 100 % and 90 % wave 2 dominated SSWs ("splits: statistically significant increases compared to H2). These numbers can be explained by the fact that most of the stratospheric wave flux is of wave 2: the upper stratospheric wave 2 flux in NE2 is an order of magnitude stronger than its wave 1 counterpart (Figs. S5e-6c and d), and although the differences are not as large in NEs2 wave 2 forcing still dominates (Figs. S5g-6g and h). Just like H1 and NEt1, SSWs with wave 1 forcing are also mostly wave 2 dominated, with 57 % and 80 % "splits" for NE1 and NEs1: the difference between the two is statistically significant. As in the case of NEt1, this cannot be explained by the dominant wave number of the stratospheric wave flux since wave 1 is the dominant wave number (Figs. S4e5c, d, g and h). That NE1 produces mostly wave 2 dominated events even though the tropospheric forcing is wave 1 and EEIs are not allowed suggests that enhanced growth of wave 2 in the presence of wave 1 forcing through barotropic instability, as hypothesized by Hartmann (1983) and shown by Manney et al. (1991), could be a major factor in the wave 2 structures seen in the wave 1 runs.

Figure 8 also shows that EEIs are only needed locally for typical splits and displacements to form. First, true splits and displacements do not occur in NEs1 or NEs2 even though the 80 hPa structures look similar to those of the control runs (panel panels e and m, compared to h and p). As has already been established, the climatological tropospheric and lower stratospheric wave forcing is very similar between these two runs. Second, NEt1 and NEt2 show that splits and displacements do occur when EEIs are removed in the troposphere and lower stratosphere, just as long as EEIs are allowed above. The structures of the 80 hPa levels in NE1 and NEt1 (panels f and g) as well as NE2 and NEt2 (panels n and o) are very similar while the 10 hPa levels (panels b versus c, and j versus k) are completely different, with NEt1 producing a displacement and NEt2 a split.

The fraction of splits in H2 was 74 %. When the effects of EEIs are removed in the troposphere and lower stratosphere (NEt2) the model only produces splits. While almost all climatological tropospheric $F_p$ in H2 is in wave 2, the small amount of wave 1 that does exist (Fig. S5e6a) is apparently enough to make about every fourth SSW a displacement. Without EEIs in the troposphere and lower stratosphere this low level wave 1 forcing disappears (Fig. S5e6e). There is almost no climatological wave 1 EP flux convergence in NEt2 (Fig. S3e4c), suggesting that there is very little wave 1-mean flow interaction.

5 Discussion and conclusions

In this paper we have investigated the effects of EEIs on SSW formation in an idealized GCM, and found that removal of EEIs can change the SSW frequency dramatically. While SSWs can be considered wave-mean flow interactions to first order, our results show that removing or adding EEIs alter the conditions for SSW generation in non-predictable ways. While removing EEIs everywhere and below 50 hPa with wave 2 forcing (NE2 and NEt2) does not change the SSW frequency drastically, removal of EEIs in the upper stratosphere only (NEs2) increases the SSW frequency by 37 % compared to the control run. Since we showed that the wave forcing and climatology of the troposphere and lower stratosphere was dependent on whether or
not EEIs were allowed in that same region, this 37% increase can be attributed entirely to changes in nonlinear interactions in the upper stratosphere. The SSW frequencies with wave 1 forcing are strongly dependent on EEIs: even though H1 and NEs1 as well as NE1 and NEt1 have almost identical tropospheric and lower stratospheric wave forcings their SSW frequencies are very different, with a 53% decrease in NEs1 compared to H1 and a 45% decrease in NEt1 compared to NE1. The results from these mixed runs can be contrasted to previous work which has emphasized the importance of tropospheric and lower stratospheric wave flux for SSW generation (Polvani and Waugh, 2004; Birner and Albers, 2017). The results in this paper confirm previously published results showing that the upper stratosphere is not a passive recipient of tropospheric and lower stratospheric wave forcing (Hitchcock and Haynes, 2016), and that stratospheric nonlinear processes are important for SSW generation (O’Neill and Pope, 1988).

While previous authors have investigated the effects of nonlinear interactions in stratospheric dynamics and found them to be important, this work is the first that has explicitly investigated the effects of EEIs on SSW frequencies in a global primitive equation model. We find that removal of EEIs does not simply increase or decrease the SSW frequency: even with the same tropospheric forcing removal of EEIs in the upper stratosphere can decrease SSW frequencies (H1 compared to NEs1) or increase it (NE1 compared to NEt1). To better understand the effects of EEIs on the polar vortex we also investigated the variability of polar vortex strength. We find that EEIs in the troposphere and lower stratosphere determine much of the long term stratospheric polar vortex variability when wave 1 heating is used. In contrast, EEIs in the troposphere and lower stratosphere have a small impact on polar vortex variability when wave 2 heating is used, while middle and upper stratospheric EEIs are crucial in determining the long term variability of polar vortex strength. Furthermore, the model runs where EEIs are removed in the troposphere and lower stratosphere but allowed above (NEt1 and NEt2) produce high frequency variability in polar vortex strength, but little long term variability. It seems that much of the wave forcing from below converges in the transition region between no EEIs and EEIs allowed, which could be the source of the high frequency variability. The frequent dissipation of wave forcing at lower pressure levels could result in less wave forcing in the middle and upper stratosphere, causing lower amounts of low frequency variability in polar vortex strength.

Some changes caused by removing EEIs can be found in all model runs: the stratospheric vertical wave flux and wave flux convergence is further equatorward when EEIs are not allowed in the middle and upper stratosphere. This is not a result of a shift in the stratospheric polar vortex, since latitudinal changes in the polar night jet locations are small compared to the changes in wave flux. The equatorward shift is consistent with the results of Robinson (1988).

We showed that the polar vortex creates in the absence of EEIs, meridionally oriented waves instead of splitting or being displaced when our method of removing EEIs is used are created in the polar stratosphere, and the vortex is not displaced and does not split. We also found that splits and displacements occur even when EEIs are not allowed in the troposphere and lower stratosphere, indicating that only middle and upper stratospheric EEIs are necessary for split or displacement formation. These results are in contrast to those of Lordi et al. (1980), who found realistic wave 1 patterns in polar stereographic geopotential height when they used wave 1 forcing without EEIs. This discrepancy comes from the difference in methods used to remove the effects of EEIs: many authors, including Lordi et al. (1980), used zonal truncation to only allow one wave number to interact with the mean flow, while we removed all zonal EEIs. The meridional waves arise from interactions between the
meridional shear of the flow and zonal wave numbers. Lordi et al. (1980) therefore found that wave 1-mean flow interactions are enough to create a displacement in the polar region, while we find that removing EEIs result in SSWs that are neither splits nor displacements.

With wave 2 forcing, all SSWs were splits when EEIs were turned off in the troposphere and lower stratosphere (NEt2). This is likely due to the fact that all tropospheric forcing is in wave 2 when EEIs are turned off in the lower levels, and the resulting SSWs are therefore splits. Even though splits and displacements do not occur without EEIs in the middle and upper stratosphere the SSWs in these model runs are still dominated by zonal wave 1 or wave 2 geopotential height anomalies. SSWs are strongly dominated by wave 2 anomalies in NE2 and NEs2, with 100 % and 90 % wave 2 dominated SSWs ("splits").

As in the case of NEt2, this can be explained by the fact that the stratospheric wave flux is mostly of wave 2 format in these model runs. The fraction of splits increased when EEIs were turned off in the lower levels with wave 1 forcing: 80 % splits in NEt1 compared to 59 % in H1. This is despite the fact that there is strong climatological tropospheric wave 1 and wave 2 wave flux in H1, while the flux is almost purely wave 1 in NEt1. The wave 2 forcing required to produce these splits could originate in the transition region between no-EEIs and EEIs-allowed, where some of the wave 1 flux is transferred to wave 2. Barotropic instability is also likely a factor: Hartmann (1983) suggested and Manney et al. (1991) demonstrated that waves of zonal wave number 1 may enhance growth rates of shorter waves. The strong wave 1 forcing in the lower stratosphere of NEt1 could make the flow unstable to wave 2, which would contribute to the large number of splits. SSWs in NE1 and NEs1 are also mostly wave 2 dominated with 59 % and 80 % "splits" even though the stratospheric wave flux is mostly wave 1. The fact that NE1 produces wave 2 dominated events even though the forcing is of wave 1 and EEIs are not allowed strongly suggests that barotropic instability could be responsible for the wave 2 structure around SSWs in this model run. The precise nature of interactions between waves 1 and 2 in setting stratospheric variability is the subject of an ongoing investigation.
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Figure 1. Vertical structure of the four runs used for each wave number (1 or 2). See text for details.
Figure 2. Zonal mean zonal winds for H2 (a), NE2 (b), NEs2 (c) and NEt2 (d), with panels showing the pressure levels where EEIs are allowed. The contour interval is 5 ms\(^{-1}\).
Figure 3. Divergence of EP flux for H1 (a and b), NE1 (c and d), NEt1 (e and f) and NEs1 (g and h). The left column shows wave 1 components, right column shows wave 2 components. The contour interval is $0.5 \text{ m(s\cdot day)}^{-1}$. 
**Figure 4.** Divergence of EP flux for H2 (a and b), NE2 (c and d), NEt2 (e and f) and NEs2 (g and h). The left column shows wave 1 components, right column shows wave 2 components. The contour interval is 0.5 m/(s·day).
Figure 5. Vertical component of EP flux ($F_p$) for H1 (a and b), NE1 (c and d), NET1 (e and f) and NEs1 (g and h). The left column shows wave 1 components, right column shows wave 2 components. Values are scaled by $p_0/p$, where $p_0 = 1000$ hPa. Contour intervals are 35 (a and g), 15 (b, d and f), 50 (c and e), and 25 (h) km·Pa·(s·day)$^{-1}$. 
Figure 6. Vertical component of EP flux ($F_p$) for H2 (a and b), NE2 (c and d), NEt2 (e and f) and NEs2 (g and h). The left column shows wave 1 components, right column shows wave 2 components. Values are scaled by $p_0 / p$, where $p_0 = 1000$ hPa. Contour intervals are 20 (a, b and g), 5 (c and e), 40 (d), and 30 (f and h) km·Pa·(s·day)$^{-1}$. 
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**Figure 7.** Zonal mean zonal wind at 10 hPa and 60° N for H1/H2 (black), NE1/NE2 (red), NEs1/NEs2 (blue) and NEt1/NEt2 (green) for model runs with wave 1 (a) and wave 2 (b) heating. The data has been smoothed with a 10 day filter. The magenta line marks 0 ms$^{-1}$. 
Figure 8. Absolute vorticity at 10 hPa and 80 hPa on the central dates of an SSW with wave 1 heating (top two rows) and wave 2 heating (bottom two rows). Displacements can be seen in (a) and (c), while (i) and (k) show splits.
Table 1. SSW frequencies, time mean and variability of $\tau$ at 10 hPa and 60° N, and classifications for the model runs. Split and displacement numbers are obtained with a wave amplitude classification; numbers in brackets indicate that the SSWs do not look like typical splits or displacements.

<table>
<thead>
<tr>
<th>Model run</th>
<th>H1</th>
<th>NE1</th>
<th>NEt1</th>
<th>NEs1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SSWs (SSWs per 100 days)</td>
<td>199 (0.66)</td>
<td>247 (0.82)</td>
<td>132 (0.44)</td>
<td>93 (0.31)</td>
</tr>
<tr>
<td>$\tau_{1060}$, mean (standard deviation) [ms$^{-1}$]</td>
<td>23 (16)</td>
<td>17 (12)</td>
<td>21 (10)</td>
<td>30 (14)</td>
</tr>
<tr>
<td>Total splits (fraction)</td>
<td>118 (0.59)</td>
<td>[143 (0.57)]</td>
<td>105 (0.80)</td>
<td>[74 (0.80)]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model run</th>
<th>H2</th>
<th>NE2</th>
<th>NEt2</th>
<th>NEs2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SSWs (SSWs per 100 days)</td>
<td>145 (0.48)</td>
<td>153 (0.51)</td>
<td>134 (0.45)</td>
<td>199 (0.66)</td>
</tr>
<tr>
<td>$\tau_{1060}$, mean (standard deviation) [ms$^{-1}$]</td>
<td>39 (27)</td>
<td>33 (19)</td>
<td>32 (16)</td>
<td>26 (19)</td>
</tr>
<tr>
<td>Total splits (fraction)</td>
<td>108 (0.74)</td>
<td>[153 (1)]</td>
<td>134 (1)</td>
<td>[179 (0.90)]</td>
</tr>
</tbody>
</table>
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Abstract. The effects of eddy-eddy interactions on sudden stratospheric warming formation are investigated using an idealized atmospheric general circulation model, in which tropospheric heating perturbations of zonal wave numbers 1 and 2 are used to produce planetary scale wave activity. Eddy-eddy interactions are removed at different vertical extents of the atmosphere in order to examine the sensitivity of stratospheric circulation to local changes in eddy-eddy interactions. We show that the effects of eddy-eddy interactions on sudden warming formation, including sudden warming frequencies, are strongly dependent on the wave number of the tropospheric forcing and the vertical levels where eddy-eddy interactions are removed. Significant changes in sudden warming frequencies are evident when eddy-eddy interactions are removed even when the lower stratospheric wave forcing does not change, highlighting the fact that the upper stratosphere is not a passive recipient of wave forcing from below. We find that while eddy-eddy interactions are required in the troposphere and lower stratosphere to produce displacements when wave number 2 heating is used, both splits and displacements can be produced without eddy-eddy interactions in the troposphere and lower stratosphere when the model is forced by wave number 1 heating. We suggest that the relative strengths of wave numbers 1 and 2 vertical wave flux entering the stratosphere largely determine the split and displacement ratios when wave number 2 forcing is used, but not wave number 1.

1 Introduction

Sudden stratospheric warmings (SSWs) are dynamical events that can occur during hemispheric winter and which result in a collapse of the stratospheric polar vortex. During SSWs the temperature of the middle and upper polar stratosphere increases by over 30 K over a period of a few days (Butler et al., 2015), and the strongest SSWs, often called major SSWs, are usually defined by a reversal of the zonal mean westerlies at 60° and 10 hPa (Charlton and Polvani, 2007). Accurate simulation simulations of SSWs in models are crucial to capture the variability of surface climate in midlatitudes, since the effects of SSWs can migrate down to the troposphere and can impact surface weather up to two months after onset (e.g., Baldwin and Dunkerton, 2001). During SSWs the stratospheric polar vortex is either displaced from the pole as a single entity or split into two daughter vortices. These two types of SSWs are known as displacements and splits, and they are dominated by zonal wave number 1 and 2 disturbances, respectively. It has been suggested that splits and displacements are dynamically distinct (Charlton and Polvani, 2007; Matthewman et al., 2009), and some studies claim that they may have different surface impacts (e.g., Mitchell et al., 2013; Seviour et al., 2013; Lindgren et al., 2018), while others have found that differences in surface impacts are
not consistent for different split and displacement classifications, and that large numbers of events are required to distinguish any differences (Maycock and Hitchcock, 2015). Major SSWs occur about every other year in the Northern Hemisphere and are roughly equally distributed between splits and displacements (Charlton and Polvani, 2007; Lindgren et al., 2018, and others) (Charlton and Polvani, 2007; Lindgren et al., 2018, and others). Only one major SSW has been observed in the Southern Hemisphere (e.g., Allen et al., 2003).

Despite their importance for Northern Hemisphere climate—Hemispheric climate variability, the dynamics behind SSW generation remains poorly understood. SSWs can occur when waves propagate from the troposphere to the stratosphere where they break and deposit momentum (e.g., Matsuno, 1971), and from this perspective SSWs can be considered wave-mean flow interactions. It has long been known that SSW-like zonal mean wind variations can occur in model setups as simple as one-dimensional β-plane models (e.g., Holton and Mass, 1976; Yoden, 1990). SSW generation in general circulation models (GCMs) and the observed atmosphere, however, is likely much more complicated. Although anomalously strong tropospheric wave forcing can produce SSWs, SSW-like events have been found to occur in idealized GCMs with suppressed tropospheric variability (Scott and Polvani, 2004, 2006), and recent research has shown that the majority of SSWs in both reanalysis data (Birner and Albers, 2017) only about a third of SSWs and SSW-like events are associated with anomalous tropospheric wave forcing. This has been shown in reanalysis data (Birner and Albers, 2017; de la Cámara et al., 2019), chemistry-climate models (de la Cámara et al., 2019; White et al., 2019) and one idealized GCM (Lindgren et al., 2018) occur without anomalous tropospheric wave forcing. Birner and Albers (2017) argued that the dynamical processes responsible for most SSWs occur just above the tropopause, even though the wave forcing responsible for the events originate near the surface. The importance of stratospheric processes in SSW dynamics was also emphasized by Hitchcock and Haynes (2016), who found that the evolution of the stratospheric mean state during SSWs is crucial in determining the wave flux during the warming. Given the complexity of SSW generation it is not possible to predict how frequently, or even if, SSWs will occur in a given model setup a priori. GCMs are therefore often extensively tuned to produce realistic SSW frequencies, both in idealized models (e.g., Gerber and Polvani, 2009; Sheshadri et al., 2015; Lindgren et al., 2018) and advanced chemistry-climate models such as the Whole Atmosphere Community Climate Model (WACCM), the first version of which only produced 0.10 SSWs per year (Charlton et al., 2007).

Exactly which dynamical processes are responsible for vortex splits and displacements is also unclear. Since displacements and splits are zonal wave number 1 and 2 disturbances, respectively, one could expect that the zonal wave number of the wave flux propagating from the troposphere will determine the type of SSW produced. Large-scale topography of a single, zonal wave number has often been used to produce Northern Hemisphere winter-like stratospheric variability in idealized GCMs, and in such cases the wave number of the topography does indeed strongly influence the type of SSW produced, with wave number 1 (wave 1) topography favoring displacements (Martineau et al., 2018) and wave number 2 (wave 2) topography producing mostly or only splits (Gerber and Polvani, 2009; Sheshadri et al., 2015; Martineau et al., 2018; Lindgren et al., 2018). Recently, however, Lindgren et al. (2018) showed that splits and displacements occur in comparable amounts when an idealized GCM is forced with wave 1 or wave 2 tropospheric heating perturbations. Since the tropospheric forcings are of pure wave 1 or 2 format
these results indicate that some wave-wave (eddy-eddy) interaction could be taking place somewhere between the waves being forced in the troposphere and the waves breaking in the stratosphere.

Idealized models are useful tools when investigating specific dynamical processes, and simple models have been frequently used in previous studies of SSW dynamics. After one-dimensional $\beta$-plane models (e.g., Holton and Mass, 1976; Yoden, 1990) the next step in the model hierarchy includes the effects of eddy-eddy interactions (EEIs), and research about the role of EEIs in stratospheric dynamics dates back to the 1980s. Lordi et al. (1980) applied wave 1 and 2 geopotential height forcings at the lower boundary of a primitive equation spectral model of the stratosphere to simulate SSWs. They used spectral truncation to remove interactions between wave numbers, and only allowed the wave number of the forcing to interact with the main mean flow. They concluded that nonlinear interactions are important for the evolution of the mean flow and temperature fields in the middle and upper stratosphere, especially when wave 1 forcing was used. Austin and Palmer (1984) used a primitive equation model of the stratosphere and mesosphere to investigate the role of nonlinear effects in setting up the monthly mean wave amplitudes in the stratosphere during December 1980, and concluded that EEIs cannot be ignored for accurate simulations of the middle atmosphere.

O’Neill and Pope (1988) carried out an extensive study of linear and nonlinear disturbances in the stratosphere resulting from tropospheric perturbations, with the same primitive equations model that Austin and Palmer (1984) used. They found that linear theories of wave propagation and wave-mean flow interaction were useful when the imposed lower boundary forcing was weak, but that the stratospheric flow was highly nonlinear in the latter stages of simulations with strong forcing. Their results suggested that major stratospheric warmings evolve from highly asymmetric states through complicated nonlinear interactions, rather than simple wave-mean flow interactions.

Robinson (1988) simulated a minor wave 1 stratospheric warming in a primitive equation model, while running the model in a fully nonlinear mode as well as in a quasi-linear mode, with waves of only one wave number and the zonal flow. The model runs were 60 days long following the spin-up period. He found that irreversible modifications of the potential vorticity field were stronger and more localized when EEIs were allowed, and that the differences between the nonlinear and quasi-linear model runs come from modifications of the interactions between wave 1 and the zonal flow by shorter waves. The interactions between shorter waves and the mean flow were found to be of much less importance when accounting for the differences between the experiments.

There is also observational evidence to suggest that EEIs are largely responsible for modulating the relative strengths of wave 1 and wave 2 disturbances in the stratosphere. Smith et al. (1983) used satellite data to investigate the importance of wave-mean flow interactions versus EEIs in the Northern Hemisphere during the 1978-79 winter, and found that vacillations between wave 1 and wave 2 in the geopotential height field could be largely attributed to EEIs in the stratosphere, rather than forcing from the tropopause region.

The authors mentioned above have shown that EEIs play an important role in stratospheric dynamics in general and SSW dynamics in particular, but many questions regarding the role of EEIs in SSW dynamics remain unanswered. One major restriction of the previous studies is that spectral truncation was used to eliminate EEIs, while keeping only the interactions between a single wave number and the mean flow (Lordi et al., 1980; Robinson, 1988). The climatological wave flux in the observed strato-
sphere contains both wave 1 and wave 2 components (e.g., Birner and Albers, 2017), both of which can interact with the mean flow. Given that displacements and splits are wave 1 and wave 2 disturbances, respectively, removal of either of the major stratospheric wave numbers along with EEIs will enable only one type of SSW to form, even though SSWs in the observed atmosphere are roughly equally distributed between splits and displacements (Charlton and Polvani, 2007; Lindgren et al., 2018, and others).

Another limitation (Charlton and Polvani, 2007; Lindgren et al., 2018, and others) is the short temporal extent and coarse resolutions of the model runs, due to the limited computing resources of the 1980s. Other limitations of previous work include the short temporal extent and coarse resolutions of the model runs, due to the limited computing resources of the 1980s. It is known that EEIs are important both for SSW generation (O'Neill and Pope, 1988) and the evolution of the stratospheric mean state during SSWs (Hitchcock and Haynes, 2016) but the effect that EEIs have on SSW frequencies has not been investigated, and it is not clear a priori whether EEIs act to enhance or diminish SSW generation.

Furthermore, previous work has removed EEIs throughout the vertical extent of the models even though the dynamics of the troposphere, tropopause region, and stratosphere are very different. Birner and Albers (2017) emphasized the importance of dynamics in the 300-200 hPa region or (just above the tropopause) for SSW formation. Polvani and Waugh (2004) found that anomalous wave fluxes at 100 hPa and further down in the troposphere precede SSWs and deduced that the origin of SSWs can be found in the troposphere (although they acknowledged the fact that the stratosphere may play a role in modulating the events). These results indicate that dynamical processes in the troposphere and lower stratosphere are crucial in SSW formation, which raises the question as to whether or not the role of EEIs in SSW dynamics varies accordingly. The recent results of (Lindgren et al., 2018) show that both splits and displacements can form with a tropospheric forcing of a single wave number, indicating that EEIs could act to transfer energy from the wave number of the forcing to the other major stratospheric wave number somewhere between the troposphere and the stratosphere. In order to understand the importance of EEIs for SSW generation as well as split and displacement distributions at different vertical levels in the atmosphere, a different method of removing EEIs must be used.

More recently, the effects of EEIs on atmospheric dynamics has been investigated in idealized models by calculating the advection of eddy fluctuations by eddy winds, and replacing them with their zonal mean values. Unlike the spectral truncation mentioned in the papers above, this method allows climatological wave flux of all wave numbers to interact with the mean flow, and it retains much of the zonal mean climatology of (nonlinear) control runs. The method has been successfully used to investigate tropospheric dynamics by several authors: O’Gorman and Schneider (2007) removed EEIs in an idealized GCM and found that the atmospheric kinetic energy spectrum retained its wave number dependence when EEIs were removed, even though this dependence was previously thought to be determined by EEIs. Chemke and Kaspi (2016) showed that EEIs in an idealized GCM actually decrease the number of eddy-driven jets in the atmosphere by narrowing the latitudinal region where zonal jets can appear. This method has also proven useful when applied to advanced theories of jet dynamics in beta-plane models (e.g., Srinivasan and Young, 2012; Tobias and Marston, 2013; Constantinou et al., 2014).

In this paper we investigate the role of EEIs in SSW formation by removing the effects of zonal EEIs in an idealized GCM, using the method of O’Gorman and Schneider (2007). We use the model output produced with heating wave 1 (H1) and wave 2 (H2) tropospheric forcing from Lindgren et al. (2018), both of which have been shown to produce splits and displacements in comparable amounts —even though the forcings are of a single wave number. This makes the model setups ideal for studying
the role of EEIs in SSW generation in general, and split and displacement formation in particular. We perform model runs under three additional settings for each forcing: one without EEIs anywhere, one without EEIs in the troposphere and lower stratosphere, and one without EEIs in the middle and upper stratosphere. The latter two, hereafter referred to as the mixed runs, allow us to investigate the effects of removing EEIs above (below) the pressure below (above) the vertical levels that Polvani and Waugh (2004) and Birner and Albers (2017) highlighted as crucial for SSW generation, while still allowing EEIs below (above above below). By comparing the results of the mixed runs to the fully nonlinear control runs and the model runs without EEIs anywhere, we can investigate the importance of EEIs in the middle and upper stratosphere when the climatology (and hence mean wave forcing) in the troposphere and lower stratosphere remains unchanged. We use the model runs to answer three questions related to EEIs and SSW formation that have not been investigated before:

1. To what extent do EEIs affect SSW frequencies?

2. To what extent are the numbers of splits and displacements, and their ratios, affected by EEIs?

3. How do EEIs affect the numbers of SSWs, splits and displacements, SSWs frequencies and split and displacement ratios when the lower stratospheric wave forcing does not change?

We find that the effects of EEIs on SSWs are strongly dependent on the wave number of the tropospheric forcing. We show that removing the absence of EEIs can significantly alter SSW frequencies, and that whether EEIs increase or decrease SSW frequencies depends on the tropospheric forcing that is used and the vertical levels where EEIs are removed. Significant changes in SSW frequencies between model runs with and without EEIs in the middle and upper stratosphere are obtained even though the lower stratospheric wave forcings of the model runs do not change, highlighting the fact that the stratosphere is not a passive recipient of lower stratospheric wave forcing. We further find that while EEIs are required in the troposphere and lower stratosphere to produce displacements when wave 2 forcing is used, both splits and displacements can be produced without EEIs in the troposphere and lower stratosphere when the model is forced by wave 1 heating.

Section 2 describes the method used to remove the effects of EEIs, and the way it was implemented in the model runs. Section 3 describes changes in climatology caused by removal of EEIs. Section 4 compares the SSW frequencies, split and displacement ratios, and polar vortex strength variabilities of the eight different model runs. A discussion of the results and conclusions can be found in Sect. 5.

2 Removal of eddy-eddy interactions

Following O’Gorman and Schneider (2007), we calculated the tendency due to EEIs (the eddy-eddy tendency), subtracted it from the total tendency of horizontal wind and temperature, and added the zonal mean value of the eddy-eddy tendency (the mean tendency) to the total tendency equation. This method removes interactions between zonal waves. This substitution was
described by O’Gorman and Schneider (2007) by using the equation for temperature tendency as an example. In the control run the evolution is

\[
\frac{\partial T}{\partial t} = -v \frac{\partial T}{\partial y} + \ldots, \nonumber
\]

\[
= -\overline{v} \frac{\partial T}{\partial y} - \overline{v} \frac{\partial T'}{\partial y} - v' \frac{\partial T'}{\partial y} + \ldots, \tag{1}
\]

where overbars denote zonal means while primes show deviations from the zonal mean (eddies). Only the terms related to meridional advection of temperature have been written out. The last term in Eq. (1) describes the advection of temperature eddies due to meridional wind eddies. In the model runs where EEIs are not allowed Eq. (1) becomes

\[
\frac{\partial T}{\partial t} = -v \frac{\partial T}{\partial y} + \ldots, \nonumber
\]

\[
= -\overline{v} \frac{\partial T}{\partial y} - \overline{v} \frac{\partial T'}{\partial y} - v' \frac{\partial T'}{\partial y} + \ldots, \tag{2}
\]

where the contribution due to EEIs has been replaced by its zonal mean value.

Two model runs from Lindgren et al. (2018) are used in this paper. The GCM is a dry, hydrostatic, global primitive equation model with T42 resolution in the horizontal and 40 vertical layers, where \( \sigma = p/p_s \). The model setup is based on that of Polvani and Kushner (2002). There are no convection or radiation schemes in the model, and temperature is relaxed towards a zonally symmetric temperature profile through Newtonian relaxation. The temperature profile is symmetric about the equator in the troposphere and identical to that of Held and Suarez (1994), but set to perpetual Northern Hemisphere midwinter conditions in the stratosphere. The transition between tropospheric and stratospheric equilibrium temperature profiles occurs at 200 hPa. Tropospheric diabatic heating perturbations are used to produce Northern Hemisphere winter-like stratospheric variability. The reader is referred to Lindgren et al. (2018) for more information about the model and heating perturbations. In addition to the H1 and H2 runs from Lindgren et al. (2018) another three runs were performed for each forcing wave number, where each of the three additional runs removed EEIs in different parts of the atmosphere. All model set ups were run under Northern Hemisphere winter conditions for 31,100 days, and the last 30,000 days were used for the analysis. The vertical structures of where EEIs are permitted and removed can be found in Figs. 1 and 2.

In the control runs (H1 and H2; black line in Figs. 1 and 2) EEIs are allowed everywhere. In the no EEIs-anywhere runs (NE1 or NE2 depending on the wave number of the forcing; red line) the effects of EEIs were removed at each pressure level. In the mixed runs the model is set up to switch between allowing and not allowing EEIs linearly with pressure. The transition occurs
between 50 and 30 hPa. In the case of the runs with no EEIs allowed in the troposphere and lower stratosphere (hereafter shortened as NEt1 or NEt2; green line) the following substitution is made:

$$\frac{\partial T}{\partial t} = \begin{cases} 
\frac{\partial T}{\partial t} - v' \frac{\partial T'}{\partial y} + v' \frac{\partial T'}{\partial y}, & p > p_1, \\
\frac{\partial T}{\partial t} + \left(1 - \frac{p_1 - p}{p_1 - p_2}\right) \cdot \left(-v' \frac{\partial T'}{\partial y} + v' \frac{\partial T'}{\partial y}\right), & p_2 \leq p \leq p_1, \\
\frac{\partial T}{\partial t}, & p < p_2.
\end{cases}$$  

(3)

In the above equation the temperature tendency from Eqs. 1 and 2 has been used as an example. $p_1 = 50$ hPa and $p_2 = 30$ hPa. Similarly, when EEIs are not allowed in the upper stratosphere (hereafter shortened as NEs1 or NEs2; blue line) the equation describing the substitution is

$$\frac{\partial T}{\partial t} = \begin{cases} 
\frac{\partial T}{\partial t}, & p > p_1, \\
\frac{\partial T}{\partial t} + \frac{p_1 - p}{p_1 - p_2} \cdot \left(-v' \frac{\partial T'}{\partial y} + v' \frac{\partial T'}{\partial y}\right), & p_2 \leq p \leq p_1, \\
\frac{\partial T}{\partial t} - v' \frac{\partial T'}{\partial y} + v' \frac{\partial T'}{\partial y}, & p < p_2.
\end{cases}$$  

(4)

The mixed runs enable an investigation of the effects of EEIs in different regions of the atmosphere. Although it may seem an obvious choice to put the transition region around the tropopause this alters the climatologies of the mixed runs significantly compared to the control runs, something that is likely caused by significant substantial changes in the strong climatological wave convergence in the tropopause region (see Figs. S2 and S3 in the supporting information). Instead, the 50 hPa and 30 hPa levels were chosen as start and end points of the transition region. This choice has two strong advantages over the tropopause region: first, it is an unusually calm region of the atmosphere in terms of wave activity and changes in wave interactions do not affect the climatology as strongly. Second, the pressure levels where lower stratospheric wave forcing has have been highlighted as important for SSWs range from 300-200 hPa (Birner and Albers, 2017) to 100 hPa (Polvani and Waugh, 2004). The choice of a transition region between 50 and 30 hPa as opposed to the tropopause means that we can keep what is thought to be the most important wave forcing identical between model runs that allow (remove) EEIs everywhere and turn EEIs off (on) in the middle and upper stratosphere.

3 Climatology in the absence of EEIs

Figure 2 shows the climatological zonal mean zonal wind for the four model runs with wave 2 heating, along with panels indicating the pressure levels where EEIs are allowed. Zonal mean zonal winds for model runs with wave 1 heating can be found in the supporting information (Fig. S1). A comparison of H2 (Fig. 2a) to NE2 (Fig. 2b) shows that the model retains much of the climatological zonal mean zonal wind structure even in the absence of EEIs, although with some notable exceptions.
For one, the polar night jet is much more separated from the tropospheric jet when EEIs are not allowed in the troposphere and lower stratosphere (panels b and d). The jet strength, however, is largely unaffected in NE2. This is not the case in all model runs, especially NEs2 (Fig. 2c) compared to the other model runs with wave 2 heating. The area where the zonal mean zonal wind approaches zero \( m s^{-1} \) found in the equatorial lower stratosphere in the control runs is not reproduced when EEIs are not allowed in the troposphere and lower stratosphere (panels b and d), indicating that EEIs play an important role in this area.

Furthermore, there are two tropospheric jets in the Southern Hemispheres of these runs. O’Gorman and Schneider (2007) and Chemke and Kaspi (2016) also obtained additional tropospheric jets in their models when removing EEIs, and Chemke and Kaspi (2016) showed that EEIs decrease the number of eddy-driven jets in the atmosphere.

Comparisons between the mixed runs and H2 or NE2 show that changes in the middle and upper stratosphere have very little influence on the climatology of the troposphere and lower stratosphere. When EEIs are allowed in the troposphere and lower stratosphere only (NEs2; Fig. 2c) the zonal mean zonal winds at pressure vertical levels below 50 hPa are very similar to those of the control run (H2; Figs. 2a). Similarly, when EEIs are not allowed in the troposphere and lower stratosphere (NEt2; Fig. 2d) the climatology at pressure vertical levels below 50 hPa is very similar to that of the model run where EEIs are not allowed anywhere (NE2; Fig. 2b). The same is true when wave 1 heating is used; see Fig. S1.

To investigate the changes in wave activity caused by removing EEIs we calculated the climatological wave 1 and wave 2 components of vertical Eliassen-Palm (EP) flux \( F_p \) and divergence of EP flux for the eight model runs. The calculations were based on Edmon et al. (1980), and are identical to those found in Lindgren et al. (2018). Figures 3 through 6 show the wave 1 and wave 2 components of the two quantities. The most important result of the EP flux figures is that, just like the zonal mean zonal wind in Fig. 2, the divergence of EP flux and \( F_p \) at pressure levels greater than vertical levels below 50 hPa depend on whether or not EEIs are allowed at these levels: NE1 and NE2 look very similar to Net1 and NEt2, while H1 and H2 look like NEs1 and NEs2 in this region. This indicates that changing the conditions for EEIs above 50 hPa does not affect the climatological wave forcing from lower levels, and it will enable us to answer how important the shed light on the importance of the middle and upper stratosphere is for SSW generation compared to the 300-200 hPa (Birner and Albers, 2017) and 100 hPa (Polvani and Waugh, 2004) levels highlighted by previous authors.

There are substantial wave 1 and wave 2 EP flux divergence components in the stratosphere of both H1 and H2 (panels a and b in Figs. S2 and S3 and 4), which shows that there is a large amount of both wave 1 and wave 2 activity in the two control runs. This results in large numbers of both splits and displacements in both runs (Lindgren et al., 2018). In contrast, removal of EEIs everywhere results in an EP flux divergence completely dominated by the wave number of the forcing, with practically only wave 1 and no wave 2 EP flux convergence in NE1 (Fig. S2c and d) while the opposite is true for NE2 (Fig. S2d and d). This result is not surprising: removal of EEIs means that waves can only interact with the mean flow, which excludes the possibilities of energy transfer between wave numbers. In contrast, there are areas of EP flux divergence of a wave number different from that of the tropospheric forcing just above the transition region in Net1 and Net2 (Figs. S2f and S3e3f).
and 4e), and areas of EP flux convergence in the same region in the wave number of the forcing (Figs. S2e and S3f, 3e and 4f). This suggests that once EEIs are allowed some of the wave activity is transferred from the wave number of the forcing to the other of the two major stratospheric wave numbers. Another aspect worth noting is that the areas of strongest $F_p$ and EP flux convergence occur further poleward when EEIs are allowed in the stratosphere compared to when they are not. This does not seem to be a result of changing zonal wind climatology and hence a shift in the structure of the wave guide, since the latitudinal polar night jet shifts between the model configurations are modest (Figs. 2 and S1). Robinson (1988) found that removal of all waves but wave 1 resulted in a more equatorward wave flux compared to his nonlinear model run. He deduced that this difference came from the removal of interactions between wave 1 and shorter waves, and that interactions between shorter waves and the mean flow had a comparably small effect on the wave flux. Our results confirm the conclusion of Robinson (1988) since our experiments allow interactions between all waves and the mean flow, and the equatorward shift persists.

4 Impacts on SSWs and polar vortex strength

Table 1 shows the SSW frequencies, time mean and variability of zonal mean zonal wind at 10 hPa and 60° N, and split and displacement ratios for the eight runs. A SSW is defined here as a reversal of the zonal mean westerlies at 60° N and 10 hPa with at least 20 days of consecutive westerlies between events (Charlton and Polvani, 2007). The SSW frequency is one way to characterize the variability of the stratospheric polar vortex, but the it is a binary definition and not wholly representative of stratospheric variability. The time mean and variability of the zonal–zonal mean zonal wind at the same pressure level and latitude therefore provide further metrics for how changes in EEIs affect the polar vortex strength. The wave amplitude classification (WAC) introduced by Lindgren et al. (2018) was used to classify the SSWs as splits or displacements. We use a Monte Carlo approach to assess the statistical significance of differences in SSW frequencies and split and displacement ratios, at a 95 % confidence level; the method is described in detail in the supporting information.

Removal of EEIs affects SSW frequencies significantly when the model is forced by wave 1 heating. The SSW frequency in H1 is 0.66 SSWs per 100 days, but in NE1 the frequency is increased to 0.82 (a 24 % increase). The frequencies are lower in the mixed runs: 0.44 in NEt1 and 0.31 in NEs1 (decreases of 34 % and 53 % compared to the control run, respectively). The differences between these model runs are all statistically significant. It is reasonable that the SSW frequency in the wave 1 runs should be affected by removal of EEIs since EEIs affect the climatological wave forcing quite strongly with this heating perturbation. Figure S4-5 shows that there are strong tropospheric wave 1 and wave 2 components of $F_p$ in H1, but that the wave 2 component disappears when EEIs are not allowed in the troposphere. However, the results from the mixed runs are more surprising: removal of EEIs in the middle and upper stratosphere only (NEs1) decreases the SSW frequency by over 50 % compared to the control run. Similarly, allowing EEIs in the middle and upper stratosphere only (NEt1) decreases the SSW frequency by 45 % compared to NE1. As was mentioned in the previous section, the tropospheric and lower stratospheric wave forcing depends on whether or not EEIs are allowed at these levels, and not on the conditions in the middle and upper stratosphere. The fact that the wave forcings and climatologies below 50 hPa in H1 and NEs1 as well as NE1 and NEt1 are practically identical while their SSW frequencies are very different shows that EEIs in the stratosphere play a major role in SSW
generation. Supporting the conclusions of Hitchcock and Haynes (2016), it also highlights the fact that the upper stratosphere is not a passive recipient of wave forcing from below, even though the importance of tropospheric and lower stratospheric wave forcing for SSW generation has often been emphasized (Polvani and Waugh, 2004; Birner and Albers, 2017). Like O’Neill and Pope (1988), we find that SSWs cannot simply be considered forced by wave-mean flow interactions from a lower boundary. However, there is no clear answer to how EEIs in the middle and upper stratosphere influence SSW frequencies with wave 1 forcing: a comparison between H1 and NEs1 suggests that EEIs are necessary in the middle and upper stratosphere to get high SSW frequencies, while the results for NE1 and NEt1 indicate that allowing EEIs in the middle and upper stratosphere decreases the SSW frequency.

In contrast to the runs with wave 1 forcing, removal of EEIs in the troposphere and lower stratosphere does not dramatically alter the SSW frequency when wave 2 forcing is used: NE2 and NEt2 have SSW frequencies of 0.51 and 0.45, compared to 0.48 in the control run. This is not surprising considering the fact that almost all tropospheric and lower stratospheric wave forcing in H2 is in the wave number of the forcing (Fig. S5), so removal of EEIs does not affect the climatological forcing as strongly as when wave 1 forcing is used. However, when EEIs are removed in the middle and upper stratosphere only (NEs2) the SSW frequency increases by 37 % compared to H2. The differences between this frequency and those of H2, NE2 and NEt2 are statistically significant. This increase in SSW frequency could be the reason for the weakened climatological polar night jet seen in Fig. 2c, although another explanation is that removal of EEIs weakens the polar night jet. This weakened jet would then require less wave forcing to create SSWs, which would increase the SSW frequency. Like the case of the mixed runs with wave 1 forcing, the increase in SSW frequency shows that middle and upper stratospheric EEIs play a major role in SSW generation. Interestingly, this change in SSW frequency is completely different from the one between NE1 and NEs1: with wave 2 forcing the SSW frequency increases without EEIs in the middle and upper stratosphere, while the opposite is true with wave 1 forcing.

Unlike the SSW frequencies, some changes in mean polar vortex strength and variability, as measured by the standard deviation of polar vortex strength, are consistent for model runs with both wave 1 and wave 2 forcing. In both cases the standard deviation of polar vortex strength is highest in the control run (H1 and H2), and lowest when EEIs are removed in the troposphere and lower stratosphere (NEt1 and NEt2). As can be expected, low mean polar vortex strengths and high standard deviations are correlated with high SSW frequencies. More revealing than these numbers are the time evolutions of polar vortex strength, seen in Fig. 7 for all eight model runs during 2000 days of the model simulations. The 2000 days are typical for the model runs. The data has been smoothed with a 10 day filter for clarity, and Fig. S6-S2 in the supporting information shows the same data unfiltered. Figure 7a shows how removal of EEIs affect the time evolution of the polar vortex strength when wave 1 heating is used. The strength of the polar vortex is highly variable in H1 (black), and has maximum and minimum strengths higher and lower than any of the other three model runs. Table 1 indicated that the polar vortex strength in NE1 (red) is both lower and less variable than H1, and Fig. 7a confirms this. The variations also seem to be of shorter duration in NE1 compared to H1. Based on the figure, the polar vortex strength in NEs1 (blue) is much more similar to that in H1 than to the one in NE1. The polar vortex in NEs1 exhibits the same long term variability as H1, but does not become strongly negative as frequently as the one in H1. In Fig. 7a the polar vortex in NEt1 (green) exhibits little variability. From the figure it may seem like SSWs
are infrequent in NEt1 compared to the other model runs, but it actually has a higher SSW frequency than NEs1. Instead, the polar vortex NEt1 exhibits a lot of short term variability that is filtered out in Fig. 7a, but is visible in Fig. S6a-S2a.

The latitude of maximum polar vortex strength changes slightly between the model runs (from about 63° N to 71° N; see Figs. 2 and S1), and the relative mean values and variabilities of polar vortex strength therefore change when the latitude of interest is changed. However, the timescales of variability are qualitatively similar for given model runs with modest changes in latitude and pressure. Figures 7 and S6-S2 can therefore be thought of as reasonable representations of overall polar vortex behavior.

As in the case of H1, the polar vortex strength in H2 has a larger variability than in any of the model runs with EEIs removed (Fig. 7b). The polar vortex strength in H2 varies on timescales up to 1000 days; much longer than any other model runs. As in the case of NE1 and H1, the polar vortex in NE2 has a lower mean strength and lower variability than that in H2, and the timescale of the variability is much shorter than in H2. Unlike the case with wave 1 heating, the polar vortex in NEs2 has a mean strength and variability that resembles that of NE2 more than that of H2. Just like in the case of Net1, the variability of polar vortex strength in NEt2 is low, and much of the variability happens on short timescales which are filtered away in Fig. 7. However, unlike the case of Net1 the polar vortex strength in NEt2 does not seem to vary on long timescales.

Figure 7 tells us much about how EEIs affect polar vortex strength and, by extension, SSW frequencies. The structure of the polar vortex variability in NEs1 is similar to that of H1, indicating that EEIs in the troposphere and lower stratosphere are important for much of the long term (a few hundred days) variability of polar vortex strength when wave 1 heating is used. The fact that the SSW frequency is much lower in NEs1 compared to H1 could indicate that middle and upper stratospheric EEIs are important in order to strongly disturb the polar vortex, at least when the lower stratospheric wave forcing is obtained with wave 1 heating in the presence of EEIs. The similarities in polar vortex behavior between NE2 and NEs2, on the other hand, indicate that EEIs in the troposphere and lower stratosphere are not as important when it comes to variability of the polar vortex (although the SSW frequency is higher in NEs2 compared to NE2). This is likely due to the fact that most of the tropospheric wave forcing in all model runs with wave 2 heating is in wave 2 (Fig. S5). This is not the case with wave 1 heating, where the tropospheric wave forcing has substantial wave 1 and wave 2 components in H1 and NEs1 but not NE1 and NEt1 (Fig. S45). The differences between H2 and NEs2 show that EEIs in the middle and upper stratosphere are crucial in setting the long term behavior of the polar vortex when wave 2 heating is used. EEIs seem to strongly alter the structure of the stratosphere, which may alter the amount of wave forcing that can propagate up from below. The fact that the polar vortices in Net1 and NEt2 exhibit the lowest amounts of variability, and variability on the shortest timescales, could indicate that much of any anomalous tropospheric and lower stratospheric wave flux is damped away in the transition region between 50 and 30 hPa. Comparisons of total EP flux convergence (not shown) support this: compared to NE1 and NE2, there is stronger EP flux convergence in the transition region of Net1 and NEt2, and less EP flux convergence further up in the stratosphere. The wave convergence in the transition region could produce low frequency variability in the polar vortex strength and leave less wave flux to converge further up in the stratosphere, where it would likely affect the polar vortex more strongly.

Table 1 also contains the numbers and fractions of splits in the model runs. 59 % of SSWs in H1 are splits, and this number is increased to 80 % in NEt1 (a statistically significant difference). This result seems counterintuitive: as was mentioned above
there is strong climatological tropospheric wave 1 and wave 2 flux in H1, while the tropospheric forcing is almost pure wave 1
when EEIs are not allowed. A possible explanation for this is that much of the wave activity is transferred from wave 1 to wave
2 in the upper stratosphere, where EEIs are allowed. Panels e and f in Fig. S2-3 show the wave 1 and wave 2 EP flux divergence
for NEt1. The panels show that while the EP flux convergence in the upper stratosphere is certainly dominated by the wave
1 component (panel e), much of this wave 1 convergence is overlapped by large wave 2 divergence (panel f). These areas,
which can be found above the transition region, likely show regions of wave 1 to wave 2 energy transfer. This energy transfer
from wave 1 to wave 2 could supply enough wave 2 forcing to produce splits. The wave 2 vertical flux and flux convergence
is lower than its wave 1 counterparts, which shows that the split and displacement ratios are not simply results of the relative
climatological forcings. Another explanation for the wave 2 structures is that they arise through barotropic instability, which
has been shown to induce wave 2 growth in the stratosphere. Hartmann (1983) investigated the barotropic instability of the
polar night jet and suggested that the presence of wave 1 forcing may enhance the growth rates of shorter waves of similar
phase speeds. Motivated by observations of wave 2 growth confined to the Southern Hemisphere winter stratosphere, Manney
et al. (1991) investigated the possibility of barotropic instability as a mechanism for wave 2 growth using a barotropic model
as well as a zonally symmetric three-dimensional model. They found that both wave 2 and 3, but in particular wave 2, were
destabilized when the basic flow in the barotropic model contained stationary wave 1 and zonal flow. Unstable modes of wave
1, 2 and 3 were found in the three-dimensional model, and the authors noted that the wave 2 modes were usually the most
unstable. To verify that barotropic instability could be the reason for the presence of wave 2 structures in these model runs, we
calculated the quasi-geostrophic potential vorticity in the 20° N to 90° N region of the stratosphere. A condition for barotropic
instability is that the meridional derivative of potential vorticity changes sign in the domain (Charney and Stern, 1962), and
this condition is fulfilled for the absolute majority of days in all eight model runs.

The fractions of splits for NE1, NEs1, NE2 and NEs2 are in brackets to signify that the SSWs in these runs do not look
like typical splits and displacements, even though our SSW classification sorts these SSWs into one of the two categories.
Figure 8 shows the absolute vorticity at 10 hPa and 80 hPa on the central dates of typical SSWs in the eight model runs.
Corresponding videos showing 60 days surrounding the SSWs can be found in the supporting information. The 10 hPa level
is of interest since that is where SSWs are usually defined, and the 80 hPa level was chosen because it is below the transition
region. Panels a and e show a displacement in H1. The displacement of the polar vortex from the pole can clearly be seen at 10
hPa, while there is little to no suggestion of a displacement at 80 hPa. A clear split in H2 can be seen in panels i and m, and
the split of the vortex extends all the way down to the lower stratosphere. In contrast, the 10 hPa levels in NE1, NEs1, NE2 and
NEs2 (panels b, d, j and l) do not show either splits or displacements, even though wave 1 and wave 2 zonal structures can be
seen. Instead it seems SSWs are followed by meridionally oriented waves when the effects of zonal EEIs are removed. These
structures arise when the meridional shear of the flow \(u(\phi)\) interacts with zonal wave numbers. Even though these are
wave-wave interactions they are allowed to occur, since our method only removes interactions between zonal waves. Shepherd
(1987) argued that interactions between stationary and transient waves in the observed atmosphere could be understood to first
order through processes like these, where meridional shear transfers enstrophy along lines of constant zonal wave numbers.
Even though typical splits and displacements do not occur when EEIs are not allowed in the middle and upper stratosphere, SSWs in NE1, NEs1, NE2 and NEs2 are still classified as "splits" and "displacements" since the SSW classification of Lindgren et al. (2018) is based on wave amplitudes of geopotential height. The numbers in brackets in Table 1 therefore show that wave 2 amplitudes completely dominate SSWs when wave 2 forcing is used, with NE2 and NEs2 producing 100 % and 90 % wave 2 dominated SSWs ("splits"; statistically significant increases compared to H2). These numbers can be explained by the fact that most of the stratospheric wave flux is of wave 2: the upper stratospheric wave 2 flux in NE2 is an order of magnitude stronger than its wave 1 counterpart (Figs. S5e-d), and although the differences are not as large in NEs2 wave 2 forcing still dominates (Figs. S5g-h). Just like H1 and NEt1, SSWs with wave 1 forcing are also mostly wave 2 dominated, with 57 % and 80 % "splits" for NE1 and NEs1; the difference between the two is statistically significant. As in the case of NEt1, this cannot be explained by the dominant wave number of the stratospheric wave flux since wave 1 is the dominant wave number (Figs. S4c-d, g and h). That NE1 produces mostly wave 2 dominated events even though the tropospheric forcing is wave 1 and EEIs are not allowed suggests that enhanced growth of wave 2 in the presence of wave 1 forcing through barotropic instability, as hypothesized by Hartmann (1983) and shown by Manney et al. (1991), could be a major factor in the wave 2 structures seen in the wave 1 runs.

Figure 8 also shows that EEIs are only needed locally for typical splits and displacements to form. First, true splits and displacements do not occur in NEs1 or NEs2 even though the 80 hPa structures look similar to those of the control runs (panels e and m, compared to h and p). As has already been established, the climatological tropospheric and lower stratospheric wave forcing is very similar between these two runs. Second, NEt1 and NEt2 show that splits and displacements do occur when EEIs are removed in the troposphere and lower stratosphere, just as long as EEIs are allowed above. The structures of the 80 hPa levels in NE1 and NEt1 (panels f and g) as well as NE2 and NEt2 (panels n and o) are very similar while the 10 hPa levels (panels b versus c, and j versus k) are completely different, with NEt1 producing a displacement and NEt2 a split.

The fraction of splits in H2 was 74 %. When the effects of EEIs are removed in the troposphere and lower stratosphere (NEt2) the model only produces splits. While almost all climatological tropospheric $F_p$ in H2 is in wave 2, the small amount of wave 1 that does exist (Fig. S5e-d) is apparently enough to make about every fourth SSW a displacement. Without EEIs in the troposphere and lower stratosphere this low level wave 1 forcing disappears (Fig. S5e-d). There is almost no climatological wave 1 EP flux convergence in NEt2 (Fig. S3e-d), suggesting that there is very little wave 1-mean flow interaction.

5 Discussion and conclusions

In this paper we have investigated the effects of EEIs on SSW formation in an idealized GCM, and found that removal of EEIs can change the SSW frequency dramatically. While SSWs can be considered wave-mean flow interactions to first order, our results show that removing or adding EEIs alter the conditions for SSW generation in non-predictable ways. While removing EEIs everywhere and below 50 hPa with wave 2 forcing (NE2 and NEt2) does not change the SSW frequency drastically, removal of EEIs in the upper stratosphere only (NEs2) increases the SSW frequency by 37 % compared to the control run. Since we showed that the wave forcing and climatology of the troposphere and lower stratosphere was dependent on whether or
not EEIs were allowed in that same region, this 37% increase can be attributed entirely to changes in nonlinear interactions in the upper stratosphere. The SSW frequencies with wave 1 forcing are strongly dependent on EEIs: even though H1 and NEs1 as well as NE1 and NEt1 have almost identical tropospheric and lower stratospheric wave forcings their SSW frequencies are very different, with a 53% decrease in NEs1 compared to H1 and a 45% decrease in NEt1 compared to NE1. The results from these mixed runs can be contrasted to previous work which has emphasized the importance of tropospheric and lower stratospheric wave flux for SSW generation (Polvani and Waugh, 2004; Birner and Albers, 2017). The results in this paper confirm previously published results showing that the upper stratosphere is not a passive recipient of tropospheric and lower stratospheric wave forcing (Hitchcock and Haynes, 2016), and that stratospheric nonlinear processes are important for SSW generation (O’Neill and Pope, 1988).

While previous authors have investigated the effects of nonlinear interactions in stratospheric dynamics and found them to be important, this work is the first that has explicitly investigated the effects of EEIs on SSW frequencies in a global primitive equation model. We find that removal of EEIs does not simply increase or decrease the SSW frequency: even with the same tropospheric forcing removal of EEIs in the upper stratosphere can decrease SSW frequencies (H1 compared to NEs1) or increase it (NE1 compared to NEt1). To better understand the effects of EEIs on the polar vortex we also investigated the variability of polar vortex strength. We find that EEIs in the troposphere and lower stratosphere determine much of the long term stratospheric polar vortex variability when wave 1 heating is used. In contrast, EEIs in the troposphere and lower stratosphere have a small impact on polar vortex variability when wave 2 heating is used, while middle and upper stratospheric EEIs are crucial in determining the long term variability of polar vortex strength. Furthermore, the model runs where EEIs are removed in the troposphere and lower stratosphere but allowed above (NEt1 and NEt2) produce high frequency variability in polar vortex strength, but little long term variability. It seems that much of the wave forcing from below converges in the transition region between no EEIs and EEIs allowed, which could be the source of the high frequency variability. The frequent dissipation of wave forcing at lower pressure levels could result in less wave forcing in the middle and upper stratosphere, causing lower amounts of low frequency variability in polar vortex strength.

Some changes caused by removing EEIs can be found in all model runs: the stratospheric vertical wave flux and wave flux convergence is further equatorward when EEIs are not allowed in the middle and upper stratosphere. This is not a result of a shift in the stratospheric polar vortex, since latitudinal changes in the polar night jet locations are small compared to the changes in wave flux. The equatorward shift is consistent with the results of Robinson (1988).

We showed that the polar vortex creates in the absence of EEIs, meridionally oriented waves instead of splitting or being displaced when our method of removing EEIs is used are created in the polar stratosphere, and the vortex is not displaced and does not split. We also found that splits and displacements occur even when EEIs are not allowed in the troposphere and lower stratosphere, indicating that only middle and upper stratospheric EEIs are necessary for split or displacement formation. These results are in contrast to those of Lordi et al. (1980), who found realistic wave 1 patterns in polar stereographic geopotential height when they used wave 1 forcing without EEIs. This discrepancy comes from the difference in methods used to remove the effects of EEIs: many authors, including Lordi et al. (1980), used zonal truncation to only allow one wave number to interact with the mean flow, while we removed all zonal EEIs. The meridional waves arise from interactions between the
meridional shear of the flow and zonal wave numbers. Lordi et al. (1980) therefore found that wave 1-mean flow interactions are enough to create a displacement in the polar region, while we find that removing EEIs result in SSWs that are neither splits nor displacements.

With wave 2 forcing, all SSWs were splits when EEIs were turned off in the troposphere and lower stratosphere (NEt2). This is likely due to the fact that all tropospheric forcing is in wave 2 when EEIs are turned off in the lower levels, and the resulting SSWs are therefore splits. Even though splits and displacements do not occur without EEIs in the middle and upper stratosphere the SSWs in these model runs are still dominated by zonal wave 1 or wave 2 geopotential height anomalies. SSWs are strongly dominated by wave 2 anomalies in NE2 and NEs2, with 100 % and 90 % wave 2 dominated SSWs ("splits"). As in the case of NEt2, this can be explained by the fact that the stratospheric wave flux is mostly of wave 2 format in these model runs. The fraction of splits increased when EEIs were turned off in the lower levels with wave 1 forcing: 80 % splits in NEt1 compared to 59 % in H1. This is despite the fact that there is strong climatological tropospheric wave 1 and wave 2 wave flux in H1, while the flux is almost purely wave 1 in NEt1. The wave 2 forcing required to produce these splits could originate in the transition region between no-EEIs and EEIs-allowed, where some of the wave 1 flux is transferred to wave 2. Barotropic instability is also likely a factor: Hartmann (1983) suggested and Manney et al. (1991) demonstrated that waves of zonal wave number 1 may enhance growth rates of shorter waves. The strong wave 1 forcing in the lower stratosphere of NEt1 could make the flow unstable to wave 2, which would contribute to the large number of splits. SSWs in NE1 and NEs1 are also mostly wave 2 dominated with 59 % and 80 % "splits" even though the stratospheric wave flux is mostly wave 1. The fact that NE1 produces wave 2 dominated events even though the forcing is of wave 1 and EEIs are not allowed strongly suggests that barotropic instability could be responsible for the wave 2 structure around SSWs in this model run. The precise nature of interactions between waves 1 and 2 in setting stratospheric variability is the subject of an ongoing investigation.
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Figure 1. Vertical structure of the four runs used for each wave number (1 or 2). See text for details.
Figure 2. Zonal mean zonal winds for H2 (a), NE2 (b), NEs2 (c) and NEt2 (d), with panels showing the pressure levels where EEIs are allowed. The contour interval is 5 ms⁻¹.
Figure 3. Divergence of EP flux for H1 (a and b), NE1 (c and d), NEt1 (e and f) and NEs1 (g and h). The left column shows wave 1 components, right column shows wave 2 components. The contour interval is 0.5 m(s·day)$^{-1}$. 
Figure 4. Divergence of EP flux for H2 (a and b), NE2 (c and d), NEt2 (e and f) and NEs2 (g and h). The left column shows wave 1 components, right column shows wave 2 components. The contour interval is 0.5 m(s·day)$^{-1}$. 


Figure 5. Vertical component of EP flux ($F_p$) for H1 (a and b), NE1 (c and d), NEt1 (e and f) and NEs1 (g and h). The left column shows wave 1 components, right column shows wave 2 components. Values are scaled by $p_0/p$, where $p_0 = 1000$ hPa. Contour intervals are 35 (a and g), 15 (b, d and f), 50 (c and e), and 25 (h) km·Pa·(s·day)$^{-1}$. 
Figure 6. Vertical component of EP flux ($F_p$) for H2 (a and b), NE2 (c and d), NEt2 (e and f) and NEs2 (g and h). The left column shows wave 1 components, right column shows wave 2 components. Values are scaled by $p_0/p$, where $p_0 = 1000$ hPa. Contour intervals are 20 (a, b and g), 5 (c and e), 40 (d), and 30 (f and h) km$\cdot$Pa(s-day)$^{-1}$. 
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Figure 7. Zonal mean zonal wind at 10 hPa and 60° N for H1/H2 (black), NE1/NE2 (red), NEs1/NEs2 (blue) and NEt1/NEt2 (green) for model runs with wave 1 (a) and wave 2 (b) heating. The data has been smoothed with a 10 day filter. The magenta line marks 0 ms$^{-1}$. 
Figure 8. Absolute vorticity at 10 hPa and 80 hPa on the central dates of an SSW with wave 1 heating (top two rows) and wave 2 heating (bottom two rows). Displacements can be seen in (a) and (c), while (i) and (k) show splits.
Table 1. SSW frequencies, time mean and variability of $\tau$ at 10 hPa and $60^\circ$ N, and classifications for the model runs. *Split and displacement numbers are obtained with a wave amplitude classification; numbers in brackets indicate that the SSWs do not look like typical splits or displacements.*

<table>
<thead>
<tr>
<th>Model run</th>
<th>H1</th>
<th>NE1</th>
<th>NEt1</th>
<th>NEs1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SSWs (SSWs per 100 days)</td>
<td>199 (0.66)</td>
<td>247 (0.82)</td>
<td>132 (0.44)</td>
<td>93 (0.31)</td>
</tr>
<tr>
<td>$\tau_{1060}$, mean (standard deviation) [ms$^{-1}$]</td>
<td>23 (16)</td>
<td>17 (12)</td>
<td>21 (10)</td>
<td>30 (14)</td>
</tr>
<tr>
<td>Total splits (fraction)</td>
<td>118 (0.59)</td>
<td>[143 (0.57)]</td>
<td>105 (0.80)</td>
<td>[74 (0.80)]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Model run</th>
<th>H2</th>
<th>NE2</th>
<th>NEt2</th>
<th>NEs2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total SSWs (SSWs per 100 days)</td>
<td>145 (0.48)</td>
<td>153 (0.51)</td>
<td>134 (0.45)</td>
<td>199 (0.66)</td>
</tr>
<tr>
<td>$\tau_{1060}$, mean (standard deviation) [ms$^{-1}$]</td>
<td>39 (27)</td>
<td>33 (19)</td>
<td>32 (16)</td>
<td>26 (19)</td>
</tr>
<tr>
<td>Total splits (fraction)</td>
<td>108 (0.74)</td>
<td>[153 (1)]</td>
<td>134 (1)</td>
<td>[179 (0.90)]</td>
</tr>
</tbody>
</table>