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The role of Barents-Kara sea ice loss in projected polar vortex changes
Marlene Kretschméy Giuseppe Zappgand Theodore G. Shephérd

!Department of Meteorology, University of Reading, Reading, UK
2Istituto di Scienzelell'Atmosfera e del Clima, Consiglio Nazionale delle Ricerche, Bologna, Italy

Correspondence tdMarlene Kretschmer (m.j.a.kretschmer@reading.ac.uk)

Abstract. The Northern Hemisphere stratospheric polar vortex (SPV) plays a key role féatitnide weatbr and climate.
However, in what way the SPV will respond to global warming is not clear, with climate models disagreeing on the sign and
magnitude of projected SPV strength change. Here we addrgsst¢idialrole of Barents and Kara (BK) sea ice lasshis. We

provide evidence for a ndimear response of the SPV to global mean temperature charigeident withthe time the BK Seas
become icdree. Using a causal network approach, we demonstrate that climate models show some partial support for the
previously proposed link between low BK sea ice in autumn and a weakened winter SPV, but that this effect is plausibly very
small relative to internal variability. Yet, given the expected dramatic decrease of sea ice in thevahaesmall causal eféd

can explain all of the projected ensemiriean SPV weakening, approximately dradf of the ensemble spread at the middle of

the 21st century, and oitleird of the spread at the end of the century. Finally, we note that most models have unrealistis amou

of BK sea ice, meaning that their SPV response to ice loss is unrealisti@dBiaing for this effect leads to pronounced
differences in SPV response of individual models at both ends of the spectrum, but has no strong consequences for the over
ensemble mean and spread. Overall, our results indicate the importance of exploring all plausible implications of @&ottanging

for regional climate risk assessments.

1 Introduction

The stratospheric polar vortex (SPV), a bandastblowing westerlies forming during boreal winter, is a central component of

the Northern Hemisphere atmospheric circulatfdfaugh et al., 2016)Variability in vortex strength is not only linked to
stratospheric ozone concentrations, but due to downward coupling to the troposphere also strongly afédittelmigeather. In
particular, extreme states of the SPV are known to influence the phase and persistence of the North Atlantic Oscillation an

associated storm tracks and weather regifBeklwin and Dunkerton, 2001; Kidston et al., 2015)

Understanding potential changes of the SPV in response to global warming is therefore of huge scientific and societl relevan
If the vortex strengthens, for instance, Mediterraneaatipitation is expected to strongly decrease while days of extreme
storminess in northern Europe are expected to inc(8as@son et al., 2018; Zappa and Shepherd, 2G@brversely, if the vortex

weakens, the pa of Mediterranean drying is likely more moderate and changes in storminess less pronounced.

However, in what way the SPV will respond to a warming climate in the future is highly uncertain. While thraodeltensemble

mean from Phase 5 of the Couplgdel Intercomparison Project (CMIP5) under the RCP8.5 scenario suggests a moderate
weakening at the end of the 21st century, there is hugenmteel spread and no agreement on the sign of ctideagezini et al.,

2014; Wu et al., 20197 his remains an issue CMIP6 (Ayarzagiiena et al., 2020)

This spread is not just attributable to diéfet vertical resolutions and model lids and has been speculated to depend on distinct

wave parametrizations and differently represented dynamical pro¢&sspechko and Manzini, 2017; Sigmond and Scinocca,
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2010; Wu et al., 2019F5everapotential mechanisms influencing SPV strength have been reported in this context, such as El Nino
Southern Oscillation (ENSO) or hidatitude blocking(Domeisen et al., 2018; Martius et al., 2009; Nishii et al., 2010; Peings,
2019) but their relative importance and their role in a changing climate are not well undé&teptierd, 2014; de Vries et al.,
2013) Overall, the future polar vortex chantpeisremains completely undefined.

Recently, Manzini et al. (2018) reported a #imear reponse of the SPV to global mean warming in a singbelel large
ensemble, and hypothesized it to be related to Arctic sea ice loss. More precisely, the SPV was proposed to weaken as long
Barents and Kara sea ice concentrations-@&) decreased, but strengthen again once the BK Seas werdree(Manzini et

al., 2018)

Motivated by their resultsye here assess the role of BK sea ice loss for future SPV changes in the CMIP5 ensaiiebthe

question of whether Arctic sea ice loss contributed to the recent episode of weak vortex events (and assoeiatetiomdks

over Eurasiajs an actie area of researdKim et al., 2014; Kretschmer et al., 2016, 2018; McCusker et al., 2016; Seviour, 2017;
Sun et al., 2016}he potential of decreasing BRIC o weaken the SP@n longer timescaldsas been shown in various targeted
model experiment@lackport et al., 2017; Hoshi et al., 2017; McKenna et al., 2017; Nakamura et al., 2016; Screen, 2017a, 2017b;
Sun et al., 2015; Zhang et al., 2017, 20I8)vhat way future BK sea ice loss will affect the SPMiswevernot cleafMcKenna

et al., 2017; Sun et al., 201%) generalconflicting modeland observational results hademinated the scientific debgi&ohen

et al., 2020; Screen et al., 2018jth somestressing a likely small and statistically insignificant influence of sea ice on SPV
strength(Garfinkel et al., 2017; Seviour, 201a\don mid-latitude climatgBlackport et al., 2019; Blackport and Screen, 2020)
compared to natural variabiliths the decline of Arctic sea ice irvarming climate is certaiiPCC, 2014; Notz and Stroeve,

2018) understanding potential impacts on future SPV strength is crucial and forms the aim of the present analysis.

2 Data

We use monthly outputs from 35 CMIRtodels (see captions in Fig. 3), for which data are available for our purposes. For each
model, the historical (1962005) and RCP8.5 (2062099) simulations from the same ensemble membecareatenated to
produce a continuous tirrecord in the analysdiklds. All available ensemble members are consideeedrately when analysing
time-seriesand their number per model is reported on thaxis of Fig 3.For all other analyses the mean over the available

ensemble members per model is calculated first.

For observations of sea ice concentration we use the latest version (HadISST.2.2.0.0) of versiotHadiéyh€entre Sea Ice

and Sea Surface Temperature data set HadlS@itchner and Rayner, 2014Note that this sea ice product gives a rather
conservative estimate of monthly sea ice, in particular having higher mean concentrations compared to HadISST.1. for all othe
variables, we use monthly means of ERA5 reasislglata as a measure for observat{gtessbach et al., 2020A\nalysis for the
observations are performed over the period 12718.

Time-series are constructed by awegeraging over the respective regions, whereby we include Baamot Kara sea ice
concentr alli @n)s o vieBrK-85°K and 106OQ k (Bcreenp2D17akea level pressure over the Ural Mountains
regi onSLU MANT0EN dnd 40°85°E (Kretschmer etal.,201& nd over t he ISaPOHSBaddicd i ¢ (
220°E(Trenberth and Hurrell, 1994As a proxy for vertical wave activity flux, we compute poleward eddythe f | ux ( A v’

100 hPa averaged over-BO°N (Hoshi et al., 2017)More precisely, the zonahean deviations of the monthfigean meridional



winds and temperature at 18@a at eeh gridpoint are first multiplied and then the spatial meacailsulatedTo describe the
stratospheric polar vortex (ASPVO0), we foll ow Wi@a5°Nebutata l
20 hPa instead of 10 hPa.

75
3 Methods
3.1 Changesas a function of global mean warming and BKSIC loss
Anomalies of seasonatean SPV (JFM), BKSIC (OND) and allyear global mean temperature (T) are calculated by subtracting
the mean over the reference period 12689. Similar to Manrini et al. (2018), we then calculate ayéar moving average of
80 gl obal mean temperature change (®T) and include theerl ast

the first window. The last year of each window representattdsage, that is, the year 2006 represents the mean ove2(1982

A global warming level isaid to be reached thte first time this 15/ear average is equalor larger than a certain threshold level.

The SPV change for a given warming level is thaltulated as the 3@ear average before this warming level was reached. For

example, if a warming of & was reached in the year 2099 (i.e. the global mean temperature change averaged e@92085
85  exceeds 5K), SPV change is calculated over the peod 20702099. We proceed equivalently when plotting-BkKC and vT

change as a function of temperature chaagd when plotting SP¥nd vTchange as a function of BRIC change.
3.2 Estimating the timing of an icefree BK

The year the BK Seas becoime-free is here defined as the first year that projecteeSBK anomalies (relative to the reference
period 19601989) fall below 5% of the observational mean &fl@calculated over the same reference period). This refers to the

90 fraction of BK-SIC beinglower than 0.08, i.e. less than.8% of the BK Seas are covered with sea ice. For models that are not
ice-free before the end of the 2tentury, we calculate the expected year they become ice free by fitting a linear trend line over
the years 2002099 The year this trend line is below 08 then defined as the year the m@ld#K Seas are expected to
become icdree (see Fig. 1d).

4 Results
95 4.1 The nonlinear response of the polar vortex

To test for evidence of a ndimear SPV response relatedsia ice loss in the CMIP5 models, we plot the projected SPV change

in JanuaryMarch (JFM) the projected vT change Decembetebruary (DJF)and BK-SIC change in Octobddecember (OND)

for different levels of global mean warming in the RCPR@dhemissions scenario (Fig. -ty We show the evolution of each

model (grey lines) as well as the mutiodel mean (blue lines), with darker shades of blue indicating means over the subset of
100 models with stronger warming at the end of th& @&intury.

The ensemblenean SPV weakens by up to approximately 2 m/s for 2.5 K warming, and strengthens slightly afterwards for models
reaching 5 K warming at the end of the century (see dark blualifig. 13, or remains constant (lighter blue lireg-ig. 13.

Consistetly, the ensemblenean poleward eddy heat flud first increases, and then plateaus with glebahn warming
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exceeding 2.5 K (Fig. 1b). Theoincides with a flattening of the mukimodel mean BKSIC chang€Fig. 1c) indicating that the

BK Seas have become idece in several models (see dark blue line and upper bounds of the ensemble spreadc)n IRig. 1
contrast, when plotting SPV changed vT changas a function of BKSIC change, we finthemto be approximately linear, with
most modelsn particularshowing a weakening of the SR¥id a strengthening of while BK-SIC decreases (Figd1lf). These
results(Fig. 1a-f) arerobustlyfound when plotting the multhodel median instead of the mean (not shown), indicating that they
are not just the result offaw outliers.

Interestingly, not only does the maximum temperature change vary across models as a result of differentnditivitiessebut
also the amount of BISIC loss varies substantially, because of differenrtB& climatologies. In fact, the timing of an ifree
BK (see methods) can be well predicted from the nisd&K-SIC climatology divided by the projected globa¢am warming at
the end of the Zicentury (r =82, Fig. ). For 66% of the models the BK Seas arefiee in OND before the year 2100. This
includes in particular albut onemodelwith belowaverage sea ice conditions compared to observations. Meitkelsxcessive

initial sea ice, in contrast, are on averagefiee later.

To account for this spread regarding the timing of8IC being gone, we next show the-yfar running mean SPV change,
aligned and normalized by theference to the year the Bl¢as become igeee (Fig. D). Thus, by construction, all tirageries

have value 1 at year O (the year#C is gone). For consistency with Fig-dahe SPV change is evaluated relative to the 1960

1989 period, but our results are sensitive to the chosen start period. To aid visualization, start and end values are highlighted
with dots. Before the BK Seas are-ftee (grey lines and dots), values above 1 thus indicate a weakening with time of the SPV,
while they imply strengtheningfterwards (blue lines and dots). Up to the time the BK Seas direé;e¢he SPV weakens in two

thirds of the models. Afterwards, only a few models show further weakening, while most indicate a strengthening SPV (values
above one) or no further changel{ies close to one). Thus, there is an indication of a weakening signal of the SPV in CMIP5

models up to the point where BBIC is gone, with the response switching sign thereafter.

This difference in SPV change before and after the BK Seas direéci further shown in a box and whiskers plot (Fig). As

we compare changes over different time intervals, we divide the SPV change by this globdal mean temperature change over
the considered timepan. The CMIP5 ensemble shows a robust weakeningsigiR®l before BKSIC is gonewith most of the
inter-quartile range being below zero (grey box plot). For those models for which sea ice is gone before the entiagrthey21

the SPV strengthens on average

Overall, consi st e(A0L8) singlémodel vesuits Figy 1 thus suggasts .a-fiaar response of the SPV in
CMIP5 models to global mean warming, dependent on the timing of when the BK Seas beemeweite nonlinearity in the
lower stratospherieT responsdurther suggestthat tlis SPV nonlinearity originates in the troposphere.

4.2 Potential confounding factors

In the following we aim to understand the contribution of 8KC change to SPV change in more detail. This is challenging given

a fully coupled climate system with several, likely competing effects which mightéofbarce or dilute the signal of intetetn
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this context, simple regression or correlation analyses have been questioned with respect to their causal interptie¢gtion, as
exhibit several limitationgBlackport et al., 2019; Kretschmer et al., 2016)

For example, comon drivers can spuriously increase the regression strength or may even, if the influence is of opposite sign,
dilute the true relationship between two procegkestschmer et al., 2016Further, autecorrelation of a timeseries, which is
characteristic of subeasonal Arctic sea ice concentrations or polar vortex strength, inflates the correlation strength, potentially
suggesting a false link between two proce¢Bemge et al., 2014Yhus, to estimate the influence of B{C on SPV, one has to

control for such factors.

To do this, we need to assume a causal model of the underlying processes, here shown in the form of a graphical n2jwork (Fig.
Nodes represent different sgbasonal processes and the arrows indicate causal relationships between them, with arrows self
connecting a node representing adependence of that process. This network can be interpreted as our attempt to summarize the
large body of literature on the topic in the most parsimonious way, recognizing it as being prone to subjective judgenitgnt and
representing a reduced model of the underlying truth.

A reduction in Barents and Kara sea -B8cE€orxronseatsamednsoi
heatflux in this region, leading to enhanced sea level pressure aver thr a | Mount a3 LnP dr)e, g iaosn s(hfioUx na |
studiegKim et al., 2014; Kug et al., 2015Yia constructive interference with the climatological stationary wave this enhances the
vertical wave activity flux (fAvTo)voirntex t(hieS Re/faischaniemnssghhi enrt e
2016; Peings, 2019However, UralSLP dso affects BKSIC (Blackport et al., 2019; Tyrlis et al., 201®)aking it hard to isolate

the signal emerging from sea ice alone. Further, tropical Pacific variability, e.g. in the form of El Nifio SouthernoBswiltht
MadderJulianOs ci | | ati on (AENSO/ MJOO0), can affect vT and thus t}
Paci f iScL P(@@meisen et al., 2018Fut her mor e, sea ice dec3lie) imag hel Norhk
linked to lower NPSLP and thus a strengthened SiRWg et al., 2015)As NRSLP can also affect UrBLP via Rossby wave
propagation, it confounds the analysis of Bt€-SIC to SPV pathway(JiménezEsteve& Domeisen 2018; Warner et al., 2020)

Note that downward stratosphdreposphere coupling is not included here as we consider tropospheric processes in alitumn an
early winter only, with the downward links, e.g. from SPV to t8BP or BKSIC, expected in micand late wintefKidston et

al., 2015; Smith et al., 2018)hat is because our interest here is in understanding the response of SPV to global warming.

4.3 Estimating the causal effect of BKSIC on SPV

Making our assumptions of the underlying causal structure explicit has the advantage that it guides further statisesaMdaaly
next try to quantify the (indirect) influence of autumn-BkC on winter SPV in the historical simulations. We recogniaédh
exact quantification is probably not possible due to the large internal variability, including a documented intermittexigig -of
stratosphes pathway(Siew et al., 2020and Arcticmidlatitude linkagegKolstad and Screen, 2019; Overland et al., 20&0yell
asuncertainties regarding the involved thieg (Blackport and Screen, 2019; GarSarrano et al., 2017Dur aim, therefore, is

to come up with glausibleestimate of the mean causal effect.

To achieve thisaccording to causal inferenteeoryitiss uf f i ci ent t o @bl oc k(Bearla2013)ie onf o

processes that influence both autumn-8IC andwinter SPV. Assuming linear dependence, this can be done by regressing the

5



seasonalmean winter (JFM) SPV on late autumn (OND)-BKC and, to control for confounding, additionally regress on autumn
(SON) UralSLP., i.e.

SPVjem = a BK-SIConp + b Ural-SLPson

175 whereby ais interpreted as the mean causal effect of auturBIBKn winter SPV. For consistency with Fig. 1, we used seasonal
mean data and therefore do not control for autocorrelation. We explicitly do not control for winter (DJ&)L.Paald vT as the
influence of BKSIC is assumed to be mediated by these variables (Fig. 2) and we would thus regress out exactly the pathway w
aim to measure. Note further that the confounding effect e6NIP is mediated via Ur&LPand thusccounted forYet, even

when including autumn NBLPin the regression, our results are only marginally affected.

180 To account for sampling uncertainties and facilitate comparison with observations, we calculate the regression ovedifferent
yearlong moving windowver the historical simulations from 19@005, resulting in 67 partlgverlapping windows overall.
As we compare models with different SPV and-BIC variabilities, the regressions were performed over standardizeddimnes
by first subtracting the meand then dividindy the standard deviation for each season. Both mean and standard deviations are
calculated over the consideredy®ar time window. Further, linear trends are removed by fitting a regression slope overthe time

185  series over each window.

Fig. 3a shows the spread of the regression parameter a for different models anthtioves (left panel), indicating large intra
model and intemodel spread. Yet, as expected, most models have a positive mean causal effect (right panel Fig. 3ajiaith a m
of 0.035. The histogram of all link strengths (middle panel of Fig. 3a) shows-shagkd distribution with a positive mean of
0.052, meaning that, on average, a change by one standard desgiptioBK-SIC leads to a 0.052 change in SPV.

190 Whenregressing out the effect of OND (instead of SON) \®alP, the ensemblmean causal effect reducgightly to 0.036. In
contrast we get slightly higher regression coefficients when averagingSB& over ND and SPV over JF only (not shown).
Results aralso similar when using monthly tireeries and additionally controlling for autocorrelation ofBKC. Overall, albeit
the signal being weak, there is thus evidence for lessSBKin autumn causing a weakening of the SPV in winter, under the

premise othe causal model being true.

195 Note that the causal effect for the observations is as high as 0.38, being on the outer tail of all computed link Istieraytiss
in middle panel in Fig. 3a). Previous studies suggested modgfstematically underestimate the effect emerging fromSB®&
(Cohen et al., 2020Y0n the other hand, this potential discrepancy between models and observations was also attributed to &
relatively active stratosphericthavay over recent yea(Siew et al., 202Qtherefore not being represeitatof the actual, likely
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much lower link strength. Our resultsuld be interpreted in both ways but addressing this aspect lies outside the scope of the

present analysis

4.4 Representation of theBK-SIC to SPV pathway

In an attempt to betteinderstand the intenodel spread, we further compute the link strengths of the assumed mediating processes.
This can be done by regressing each process Y on its ingoing links (Fig. 2) with the regression coefficients interpeeted as t
respective link sength(Pearl, 2013)

For example, to estimate the effect of November&K on January UrebLP, we compute
Ural-SLP; = a BK-SICy + b NRSLP

with a denotinghe causal effect of B¥SIC (Fig. 3b) on UraBLP, and b that of NSLP (Fig. 3c). Both effects are found to be

very weak on these monthly tingeales and can only be seen in roughly half of the model averages with no signal in the multi
model median (rigt panels Fig. 3b, c). In a similar way, we also compute the influence of Novemb&LBrah December BK

SIC (Fig. 3d), of December Ur&@LP and NPSLP on January vT (Fig. 3e, f), and of January vT on February SPV (Fig. 39).
Though the spread in link stmigth within and across models is again large, they are mostly of the expected sign and results are

robust when choosing different winter months.

The weak or missing mediated signal from-BKC to UralSLP illustrates a dilemma, frequently faced whenyshgithe impact
of sea ice on midatitude circulation. On the one hand, if our NHlpothesis was the neexistence of such a link, we could not
reject it based on the presented results (avoidance ofitgpeor). On the other hands failure to rejeca hypothesis does not
prove the hypothesisye cannot rule out the possibility of an influence of-BKC on SPV via UraELP (avoidance of typg
error). For example, our choices on the regional indices as well as thsctilee and timégs might not b optimal, and/or be

modetdependenthencediluting the mean signal.

Some models seem to be systematically underestimating the as8Ka8tC to SPV pathway. For example, model 16
(AFGOHRE) i s a notabl e o-8LPLoivie(Fig. 8eh Howevereas the sankple Sizesoane srall antl the
analyses only represent proxies and A s atiampfa éoudiaginodels ontthise st
basis to reduce the spread in future SPV projections. Doing this would require a more detailed analysis of the praomsses and
scales in the individual models.

Overall, we can thus neither prove nor disprove the reptaon of the individual chain of mediating links in the historical
simulations of the CMIP5 ensembldowever, ejecting our initial assumption of a causal link from-BKC to SPV woul leave
us with the problem aéxplainingthe norlinear SPV responge global warmingaspresented in Fig..ITherefore, our approach

will now consist in exploring the implications for the SPV under climate change, assuming that a weak signal-8ttht8K
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SPV indeed existas suggested by previous studibe & Wu, 2019; Kim et al., 2014; Screen, 2017b; Zhang et al., 28®8)
supporteddy Fig. 3aln other words, our approach is primarily onelefluctionrather than ofnduction

4.5 Implications for projections of SPV change

Addressing possible implications of future BK sea ice loss for SPV change seems patrticularly justifiad gixgected decrease
of sea ice under global warmirijotz and Stroeve, 2018jnaking itnecessary to assess related rigkstton, 2019)Further,

results presented in Fig. 1 indicate a role ofBIC for SPV change, which we try to understand.

To do this, we test how welhé projected BKSIC changes (relative to 19@89) can explain the projected SPV changes across
the RCP8.5 simulations, for different assumed standardized causal effects (ce) of 0.025, 0.05, and 0.1. These levealedre moti
by the regression strengtbuind over the historical period (Fig. 3a), representing plausible estimates of the mean causal effect of
BK-SIC on SPV. For example, 0.05 is about the ensembln regression strength (0.052), and 0.025 is slightly below the
ensemble median (0.035), and @s slightly below the upper quartile range (0.14). Using only one (standardized) effect for the

wholeensemble further seems reasonable, as there is no strong evidence of models having very different behaviours (Fig. 3).

To express ce in physical undad to account for different variability in the different models, we weight it by ratios of standard

deviations (, calculated over the reference period 19689) for each model m, i.e.
AB HE 4 ga O g ga

The distribution of these values for ce = 0.05 over the different models is shown in Fig. 4a. Note thatsesso(@ND) and
individual mont hly variability are c&BiMadramna fmoMIhe 2t7
MR O ) kisonet doldtas these models have basically constant sea ice conditions in December. In the following these models ar

therefore excluded from the presented results, but including them does not change our main results.

We next show the scatter plots of gicted winter (JFM) SPV change based on autumn (OND)BSBK change versus the actual
projected SPV change for mantury (20462069, Fig. 4) and enebf-century (20762099, Fig. 4). For the former period, the
statistically predicted and actual projec&lV change correlate significantly (r = 0.$<0.01 according to a twsided Studeis
t-test). This correlation is independent of the chosen causal effect strength but is a result of the correlation beBMeem&8K
SPV change (r = 0.4), which increassdter accounting for the different ratios of standard deviations between models.

Assuming a causal effect of 0.05, the prediction model expld¥s @ the ensemble spread (measured in median absolute
deviation, MAD) and the ensemble mean predicts a8R¥ige 0f2.4 m/s, compared to an ensemirlean projected SPV change

of -1.8 m/s. Thus, the BKSIC decrease can account foralthe projected migtentury SPV weakening (and beyond) and almost

half of the ensemble spread. For the-efidentury predidon (Fig. 4d), the correlation is still statistically significant (p<0.01) but
drops to 0.2 while the modektill explains 8% of the ensemble spread and overestimates the mean change by about a factor of

two. For assumed causal effects of 0.025 andelexplained mean and variance halve and double, respectively.

Building upon our initial analysis (Fig. 1), we hypothesize that the drop in correlation and overestimation of the méem&e®V c
between midand enedof-century is due to more models having-foee BK Seas at the end of the century. This is tested by
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cdculating the correlation of predicted and projected SPV change over different moving windows withitdéetady (Fig. 4e).

For the 5 models that are ickee late (after the year 2090), the predicted and projected SPV change correlate strongly (up to 0.8)
over the entire century. In contrast, models that aréréeeearly (before ZiD) only show a moderate correlation, which is drogpi

and becoming negative in the second half of the century. This makes sense, as models tHet@tateedave more and longer
lasting BK-SIC (Fig. X) and thus the effect on SPV is more dominant. For models that dreecearly, in contrast, thekBSIC

effect on SPV change disappears once theSBK& forcing is gone.

Consistent with Fig. 1a, we find no correlation between SPV and global mean temperature change (turquoise line in Fig. 4f)
However, this may stem from the fact that models that eifeée in the BK Seas early and late have correlations of opposite sign.
The moderate positive correlation (up to 0.5) of global mean temperature and SPV change forfeagyriceels supports the

initial hypothesis that once BKIC is gone, it ceasde exert an effect, and the SPV strengthens in response to global mean

warming.

4.6 The tugof-war over future SPV change

The estimated causal effect from BKC to SPV allows us to decompose the projected SPV response to global warming (Figs.
5a, d) hto a contribution from BKSIC change (Figs. 5b, €) and all remaining factors (Figs. 5c, f). The latter is simply calculated
as the residuals, i.e. projected minus predicted SPV, and can be interpreted as the effect of global mean warming on the SF
without the effect mediated via B&IC loss. We show the evolution of the three quantities both as a function of time (Féys. 5a

and of global mean temperature change (Figd).5d

Assuming ce=0.05, the effect of BBIC loss on SPV change at the end of thdwgmrranges from almost no change up to a
weakening of more than 10 m/s, with the ensemian predicting a change &.4 m/s (Fig. 5b). Thus, even for a small
standardized causal effect of 0.05, the projected dramatic decreBkesef ice implies refavely large SPV changes (Figs. 5b,

e). In fact, all of the projected ensemibean SPV change (thick lines in Figs. 5a, d) can be explained {8iBldecrease, with

the residuds ensemblenean being close to zero for the first half of the century andlétwal mean warming up to 2.5 K (Figs.

5¢c, f). After the year 2060, the residual’s ensemidan even becomes positive and most ensemble members indicate a
strengthened SPV for a global mean temperature change above 2.5 K (Figs. 5c¢, f). Tht8lGf@Knot decrease, a moderate
strengthening of the SPV in response to global mean warming would be expected, which appears to be approximately linear (Fi
5f).

For a doubled causal effect (ce = 0.1) of-BIKC on SPV, the residualensemblenean would impt a strengthening of more than
5 m/s at the end of the century (dashed line in Fig. 5c). For a causal effect of only 0.025, in contrast, it basicallyar8plié

change over the 2kentury in the residuals (dotted line in Fig. 5c).

In summary, Fig.5 hows t he opposing -éftvbebdti spnof henSP¥I|l bédca-Sl®atg
decrease, and other effects not specified INote that these other effeciould also includ@otentialeffects ofArctic sea ice loss

in regions other than the BBeagMcKenna et al., 2017; Sun et al., 2018hile BK-SIC decrease accounts for all the projected



295

300

305

310

315

320

ensernble-mean SPV weakening even for a small assumed ce of 0.025, the effect not mediate®i@arBkges from no change

(for ce = 0.025) to a pronounced strengthening (for ce = 0.1).

4.7 Biasadjusted sea ice concentrations

Finally, we note that most CMIP&odels have too much initial BRIC compared to observations (Fig. 6a, see also Fig. 1d)
meaning that their SPV response to sea ice loss is too strong. The opposite holds for models with too little-BiGal\VB&

therefore include a simple biasljustnent function to estimate the expected SPV change for more realistic sea ice conditions.

Fig. 6b indicates for each model the periods before and after the BK Seas have bedmaaigwell as the periods where a bias
adjustment is needed. For modelshatibo much initial sea ice, the biadjustment function ramps up from zero when-BIC

loss becomes unphysical, i.e. when it exceeds the observatioral@Bkand stays constant as soon as the model’s BK Seas are
ice-free. The constant is the erroneouant of BK-SIC loss in that model, multiplied by the specified causal effegt@@ESPV

(see Fig. 4a). For models with too little initial sea ice, the-d@sstment function ramps down from zero starting when the BK
Seas are ic&ree and remains constaafter when the model would have beenfiee had it had a realistic initial BRIC (see

methods).

Mo del 1l0-CESOMEC for example, exhibits | arge internal var|
10 m/s at the end of the century (light blue line in Fig. 6¢). However, this model has almost twice too rii¢hdihpared to
obsevations and thus the weakening response is likely overestimateeadiesting this effect, starting when the B4C loss

exceeds the physically possible amount (see blue square in Fig. 6¢), roughly halves the projected weakening at the end of tl
century(thick blue line Fig. 6¢) when assuming a causal effect of 0.05. An effect of 0.1 wouldaimugt no SPV change

(dashed blue line in Fig. 6¢) while that of 0.025 indicates a weakening of only around 7 m/s (dotted blue line in Fig. 6c).

In contrast, md e | 28 £€£BMDBDROCs the model with the most pronounced
end of the century (thin red line in Fig. 6¢). Interestingly, the strengthening only starts after the BK Seas have &&esme ic

(red square in . 6¢), consistent with the overall findings of this study. As the model has too little BK sea ice compared to
observations, the projected pronounced strengthening is unrealistic. Adjusting for this bias leads to a strengthenaigpaf only

2.5 m/s (thik red line in Fig. 6¢) when assuming a causal effect of 0.05, and would even imply no change when assuming an effec
of 0.1 (dashed red line in Fig. 6¢).

Despite these large effects for individual models, the ensemdsden predicted SPV weakening from £C loss only marginally
changes at the end of the century (see thick lines in Figvlith the spread is reduced by less than-itmi@ for a causal effect
of 0.05 (Fig. 6d)Bias-adjusting the initial sea ice conditions reduces thearmtntury ensenie-mean (with model 5 and model

27 being excluded) frorl.4 m/s to-1.1 m/s, and lifts the lower bound fror.5 m/s to-9 m/s and the upper bound from 5.6 m/s

10



325 to 55 m/s Overall, the erroneous initial amount of BKC in the models thus does not subs#dly affect the projected SPV

change (Fig. 6e).

5. Discussion

Our study adds to the large body of literature addressing the overarching question of whether tbenAnetsandwill influence

330 mid-latitude weather and clima{Barnes and Screen, 201everal previous studiésive stressethe absence of a statistically
significant signato question claims concerning thdluence of sea icéBlackport and Screen, 2020; Seviour, 2017; Sun et al.,
2016) However, absence of evidence is nddemce of absencg&hepherd, 2016Moreover, if we reject the hypothesis of a
causal influence, we are left with the puzzle of explaining the nonlinearity seen in KWigereas a weak causal influence is
consistent with a lack of statistical significanéée have shown that despite ignal emerging from B¥SIC being likely small

335 relative to internal variabilityand the proposed mediating pathway not being robustly identified in the CMIP5 ensemble, the
impacts for the future SPV could nonetheless be pronounced due to large losSkg.BK particular, assuming a weak influence
of BK-SIC on SPV enables to explain both the-finaarity in the SPV response to warming (Fig. 5) and a large part of the inter
model spread in the model projections (Fig.The approximate linear dependendée¢he residuals on time or on temperatunay
be seen agroviding some indirect evidence for the plausibility of this pathway. Given that declining Arctic sea ice is certain in a

340 warming climate, we argue for putting more focus on the avoidance eRtgp@rs(Anderegg et al., 2014; Shepherd, 20186)

fully address the plausible range of regional climate impacts of Arcticedass(Sutton, 2019)

Quantifying the influence of B¥SIC on SPV is difficult. One potential reason is the documentedtationarity of the Arctic

stratosphere pathway with several models exhibiting large decadal SPV varigdil#yad and Screen, 2019; Siew et 2020)

Another challenge we encountered is the choice of the relevant sea ice months, which seems to vary across modelssand might a
345 change from year to year for a given modhckport and Screen, 2019; Gar8arrano et al., 2017kor a fixed lag and month,

only approximately half of the models shaw expected negative link from B8IC to UratSLP (Fig. 3b). On the other hand,

using seasonal averages to estimate a net causal effect might have led to an underestimated causal effect in the 3addels (Fig.

An improved understanding of the timing oétBK-SIC to SPVpathway will be necessary to achieve progress.

The uncertainty regarding future SPV change contributes to uncertainty about futdatitonié weather and clima{&impson

350 etal., 2018; Zappa and Shepherd, 2000r results of a weakened SPV in response teIBK decrease amverall consistent
with a reported poleward jet shift and negative NKKe response to sea ice loss across the CMIP5 m{@8eisen & Blackport,
2019; Screen et al., 2018; Zappa et al., 20t8bhis context, it was further shown that models withisedoss have a weakened
SPV in late winter, whilst those without siea loss have atrengthened SPV (see e.g. Fig. S5 of Zappa,&2tl8). Yet, how
much the stratospheric pathway discussed in this study contributes to this compared to otheel&edianechanisms not

355 involving the stratosphere remains an open queéietschmer et al., 2016; Nakamura et al., 2016; Wu et al., Zhitéig et al.,
2018)

Identifying the processes causing a strengthening of the SPV is beyond the scope of the present study but is relensado unde

future polar vortex change. Changes in both vertical as well as horizontal wave activity porpamgiit play a roldWu et al.,

11



360

365

370

375

380

385

2019) For example, a deepened Aleutian Low, as favobyediecreasing sea ice in the Pacific sector, might contribute to such a
strengtheningHu et al., 2018; McKenna et al., 2017; Nishii et al., 2q&6)suggested here in Fig. 3f).

More generally, this study shows the benefits of a causal network appoadehtify and quantify teleconnection signals in multi
model ensembles. Makinthe assumptions of the underlying causal model explicit transforms domain knowledge into
mathematical testable objects and can guide the statistical analysis. Testingtdiffpegheses in this way is thus a logical next
step to further constrain future SPV changes.

6. Summary & Conclusion

We have provided evidence for a Alamear response of the SPV to global mean warming, suggested to result from a weakening
caused by seiae loss in the BK Seas and opposing effects (nhot specified in this study) which dominate the SPV response once th
BK Seas are icfree. The timing of the latter varies substantially across models, as a result of diffefiert@maatologies and

different warming rates.

A plausible guantification of thiBK-SIC to SPVteleconnection in the historical simulations resulted in a standardized causal
effect in the range of only about 0,@8hich helps explain why it is difficult to detedfet, the implicdions of such a small causal
effect for future SPV projections in the RCP8.5 scenario are notable due to the expected dramatic shrinking of ArcBisea ice
SIC change can explain all of the projected ensemiglan SPV weakening and up to almost hathefensemble spread over the

215t century.

We finally noted that most models include unrealistic sea ice conditions compared to observations and thus also thEnSeV res
to seaice loss is unrealistic. Although adjusting for this bias anlgrginally reduces the ensemiiean and spread of the

projected SPV changes, it has pronounced implications for particular models at both ends of the range of projected SPV change

Overall, our study gi ywfewsa ran ootf hefiddtsfaf geabakprameing bnoatmospherit tincuation
changes. Understanding and quantifying these opposing effects is crucial to reduce uncertainties about regional clenate chan

scenarios.
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560 Figure 1. Nonlinear response of the SPV to global warming.

a) SPV change in winter (JFM) as a function of armuedn global mean temperature change in the CMIP5 models (see
methods). The thick blue lines show the ensemble mean for differese®ibfthe warming levelreadiedat the end of
the 2Zcentury, with darker colors indicating higher warming levels. For example, the darkest blue line shows the-ensemble

mean for the set of models reaching 5 K warming, while the second darkest line is the mean over all modegjsateachi
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least 4.5 K warming (thus including also those models reaching 5 K warming). b) Sanbeia®ayT change (DJF). c)
Same as d)ut for BK-SIC change in autumn (ONDJ) Same as a) but for SRdhangeas a function of BKSIC change.

e) Same as b)ub for vT change as a function of BBIC change.)fEstimated timing of an ickee BK in OND versus its
climatology in 19661989 divided by global mean temperature change at the end of freeiry, i.e. the warming
averaged over the 2072D99 period. The dark circles indicate the models that have too mueBl®Kompared to
observations, and the open circles those with too little seagjc€ime-series of moving 3@ear mean SPV, normadid

by the 3@year mean reached before the BK Seas becomieiegin OND). Grey lines thus show evolution of change
while there is sea ice, and blue lines for when BK idliee. Dots indicate the values at the end (blue) and at the start (grey).
h) Boxplot of SPV change before and after BK is-foee (normalized by global mean warming level over the respective
period) as well as the difference for each model. The boxes indicate thquatéle range and the whiskers represent the
upper and lower quiale ranges. Only models which were-ftee for at least@years are included in the latter two boxplots

(in total 18 models). In all panels, changes were calculated relative to thelB&380reference period (see also methods).
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Figure 2. Assumed causal model.

Nodes in black contours represent the involved processes in the causal model: Barents and Kara sea ice concentrations
(ABXK Co), sea |level pr essurXL Poov)e ra ntdh eo vikerra |t {Bdo RiBht rati n e Wa o

stratospheric poleward eddy heat flux (fivTo), which is
stratospheric polar vortex (ASPVO). The black arrows r
operate on a mahly times cal e. The gray contoured nodesSINKeont mnBa &il f il
Southern Oscillation/ Madden Julian Oscillation (AENSO/ M

the literature but not explicitly aounted for here because their effects are assumed to be mediatedSli# NP
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a)

b)

c)

d)

f)

g)

Figure 3. Individual links of ArctieStratosphere pathway.
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Links from a) seasonahean BKSIC (in OND) to SPV (in JFM), and from b) monthly BC (in N) to UralSLP (in
J), ¢) NRSLP (in D) to UralSLP (in J), d) UralSLP (in N) to BKSIC (in D), e) UralSLP (in D) to vT (in J), f) NP
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Shown is the spread in link strength for each model (left panels), the distribution of all link strengths (middle panels)
and of the model s6 means (right panel s). Thheirparéentsk st r en
(see Fig. 2) for each model over-$8ar moving windows from 1962005 (in total 67 windows) in the historical
simulations. Grey contours in the middle panel show the histogram obtained using (unadjusted) regression. The crosses

600 in the midde panel denote the link strength obtained using observations (gray for unadjusted regression and colored
crosses for regressions including all parents). Numbers in brackets after model naards indicate the used number
of ensemble members, with nomber meaning that just one member was used. The box and whisker plots thus include
different amounts of data (number of ensemble members times the 67 moving wirldensdpxes indicate the inter

quartile range, the whiskers represent the upper and bpeetile ranges, and horizontal lines show the median.
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Figure 4. Predicted vprojectedpolar vortexchange.

a) Causal Effect weighted by ratios of standard deviations ¢fSBKand SPV (calculated over the 198889 reference

period) to transform standardized ce = 0.05 into physical units. b) Projected vs. predicted winter (JFM) SPV change for
mid-century (2042080). Prediction based on autumn (OND) sea ice. Each dot indicates one model. Changes are calculated
relative to 196a01989. Squares show ensemble means. r denotes the correlation coefficient and numbers in brackets the
95% confidence interval. c) Same asbb} for endof-century (207€2099) change. d) Green line shows the correlation
(predicted vs projected SPV change) but for different moving windows. The years on the horizontal axis denote the last
year of the 3¢/ average. Grey line shows the same buy & models for which BKSIC is not icefree before209Q blue

line for models that are iefeee before 280. Thick parts of the lines indicate statistically significant correlation values
(p<0.05) according to a twsided Student’stest. €) Same as pelrd) but for SPV change vs. global mean temperature

change.
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