
Interactive response to Reviewer #1 by Lilian Schuster et al.

We would like to thank the anonymous referee for taking the time to read our manuscript
and provide constructive comments which helped us to improve our manuscript. We
hope that our response is clarifying and we remain available for further questions.

Here we present a detailed point by point response (the reviewer’s comments are given
in italics, our answer in normal font). When appropriate, we indicate the text that has
been added to the manuscript as a separate paragraph in quotation marks.

General comments:

RC (summary): This manuscript uses the ERA-interim reanalysis in combination with a La-
grangian diagnostic to investigate precipitation and moisture sources for a small arid region
in northeast Greenland during the years 1979 to 2017. The results show a strong seasonal
cycle in moisture sources, with dominant contributions from the North Atlantic and Arctic
Ocean in winter, and from local sources and Eurasia in summer. In contrast to the tempera-
ture and sea ice trends, the authors found no significant temporal trends in precipitation or
moisture sources, apart from a slight positive trend for precipitation in autumn. They showed
that the North Atlantic Oscillation (NAO) can explain some of the variability: NAO+ leads
to more and more variable precipitation in the study region and more moisture transport
from the Norwegian Sea than NAO-. The manuscript helps to place paleoclimate records
from northeast Greenland into the context of present-day climate (change). It is well written
and has a clear structure, and the figures are very nice and easy to understand. I only have
two general comments(see below), and recommend that the paper be published after minor
revisions

AR: Thank you for the positive assessment of our study.

RC: I assume that the diagnosed moisture sources would look different if different thresh-
olds and/or time steps were chosen. For example, a shorter time step would probably lead
to more local moisture sources, because more moisture losses would discount earlier mois-
ture uptakes. The minimum moisture increase that counts as a moisture uptake (what is it?)
might be important as well. It would be good to include some sensitivity tests (e.g. in the
supplement) that quantify this, and how it affects the conclusions of the manuscript.

AR: We agree that both the input data we are using (ERA-Interim) as well as the method-
ology (adapted from Sodemann et al., 2008a) are subject to uncertainties. ERA-Interim
data is available at ∆t=6h in the analysis fields and at the different model levels (shorter
time steps of ∆t=3h are only used for forecast surface parameters such as precipitation).
Shortening the timestep with ERA-Interim would therefore imply interpolating between
the 6H timesteps, which would introduce other uncertainties and with unclear added
value. Similar studies (e.g., Langhamer et al., 2018; Fremme and Sodemann, 2019) also
used at 6H timestep, and the method of Sodemann et al. (2008a) was developped and
tested on a 6H step.
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However, we fully agree that a smaller time step and grid resolution could give a finer
picture of moisture uptake, because the applied moisture source diagnostic needs the
assumption of either evaporation or precipitation dominating in one time step. It should
now be possible to realise such sensitivity studies using the newer ERA5 dataset (not
yet available when we started our study) albeit with considerably increased data man-
agement and computational requirements. Such analyses would be very demanding at
this stage, and we argue that this should be left for follow-up studies.

To emphasize the uncertainties mentioned by the reviewer, we added the following sen-
tence into the “Limitations” section of the manuscript (Sect. 5.4):

”In the moisture source diagnostic, either evaporation or precipitation can occur in
each time step of 6 h. Therefore, using shorter time steps and a finer grid resolution
(e.g. using the ERA5 reanalysis dataset instead of ERA-Interim) could influence the
diagnostic.”

In our study we did not use any threshold for the minimum moisture increase, hence we
set the threshold ∆q0c that was used in Sodemann et al. (2008a) (0.2 g kg−1 with ERA-40
for Greenland winter moisture sources) to zero. According to Sodemann et al. (2008a),
this threshold was necessary in their study to suppress spurious uptakes from numerical
noise and reduced the computational cost. However, as we used ERA-Interim and had
enough computational power, we decided to not use any threshold at all. We clarified
this by adding the following into Sect. 2.2:

...”and we also did not use any minimum moisture uptake threshold in contrast to
Sodemann et al. (2008a).”

RC: The low percentage of accounted precipitation (less than 50%) makes all the conclusions
regarding moisture sources relatively weak. If possible, it would be good to increase this per-
centage somehow. If a large part of the moisture uptakes are unidentifiable because they
occurred before the start of the trajectories, this could easily be achieved by running longer
backward trajectories. Another idea (in line with the first general comment above) is to use
shorter time steps by including the forecast data of ERA-interim, or by using the hourly ERA5
output instead of ERA-interim. This would likely shift the moisture sources closer to the study
site and increase the percentage.

AR: Yes, you are totally right that accounting for less than 50% of precipitation is not
the detection efficiency that we would have hoped for. The suggested extension of the
backward trajectories has only a minor effect on the detection efficiency, e.g. in the
case of Dec 1999 65% of moisture sources could be detected (below scaled PBL), 35%
were above the PBL and only 5% is the preexisting moisture at the end of the backward
trajectory. In addition, the trajectory density after 15 days backward is very low and
spread out over a large surface. In the case of the South Patagonian Icefield, extending
the trajectories backward to 20 days only diminished the preexisting moisture to 3%.
The main reason for the weak detection efficiency is that we distinguish between mois-
ture uptake below and above the scaled PBL height. Above the PBL one can not assume
anymore that the air is well-mixed, so the moisture uptake there can not be directly as-
sumed to be a result of evaporation occurring at the surface. There are studies, which
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apply the same methodology and consider moisture uptake in the free atmosphere as
well (e.g., Baker et al., 2015; Fremme and Sodemann, 2019; Hu et al., 2020), however
it is unclear how they justify this approach. Another study uses the same approach but
does not mention the detection efficiency (Bohlinger et al., 2017).

As discussed above, shorter time steps could also improve the percentage, however, this
would need to be analysed in a a further study. A much better detection efficiency be-
low the scaled PBL height was found when using lagrangian moisture source diagnostic
of (Sodemann et al., 2008a) that we used but with dynamically downscaled ERA-20C
reanalysis data (coupled COSMO-CLM+NEMO, personal communication with Amelie
Krug, https://doi.org/10.5194/egusphere-egu2020-2315)

We argue however that we discussed this uncertainty at length in the manuscript (by
describing it, discussing probable causes, and by comparing our values with previous
studies). Furthermore, the fact that we observe a high correlation between precipitation
amounts and accounted precipitation is an indicator that our variability analyses are
robust.

Specific comments:

RC: L21 Add references for this first sentence?

AR: Thanks. We added ”(Screen and Simmonds, 2010; Bintanja and Van der Linden,
2013; Bintanja and Selten, 2014; Bintanja and Andry, 2017)” into that sentence (see
Sect. 1).

RC: L92 Why three different time periods? This is a bit confusing (but a detail).

AR: Yes, this is a bit confusing. However, we wanted to use the most out of each dataset
we had. Moisture sources could not be computed for the full month of January 1979
because of the computation of the backward trajectories that would have needed data
from December 1978. Therefore, we only computed moisture sources from February
1979 onwards. For moisture source trends we had to use only full years and therefore
we had to shorten the time period.

RC: L155 fewer→ less

AR: Thanks, we changed this as suggested.

RC: L157 less→ few

AR: Thanks, we changed this as suggested.

RC: L167 Maybe write explicitly that this is not shown.

AR: Thanks for pointing that out. Because of specific comments of reviewer 2, we
deleted this part of the paragraph.
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RC: Figure 5 It looks like the geopotential height lines stop at 5700 (?)

AR: For July or August there was actually also a 5800 geopotential height line. As sug-
gested by reviewer 2, we increased the amount of contour lines (every 50 m, but la-
belling only every 100 m). We hope that this makes it easier to distinguish the differ-
ences from month to month.

RC: Figure 6: Is the different map projection here on purpose?

AR: Thanks. As reviewer 2 correctly noted the large white spaces by the orthographic
projection, we switched to the North polar stereographic projection (on Fig. 5 and Fig.
11). For the legends of Fig. 7 and Fig. 8, we preferred the orthographic projections to
show the full extent of the clusters.

RC: L200 Are clusters calculated based on the absolute or relative moisture source contribu-
tion?

AR: The K-means clustering is based on the relative moisture source contribution. Maybe
this was not clear enough, therefore we added the word relative into the description (see
Sect. 3.2.1):

..., here based on the annual cycle of ”relative” moisture source contributions to
precipitation ...

RC: L210/211 Add Fig 7d in brackets.

AR: Thanks, we changed it as suggested.

RC: L217 I wonder what the k-means algorithm would do for 11 clusters. Would they look
similar to the manual clusters?

AR: What we aimed to do with the K-Means clustering is to find clusters/regions that
have a similar behaviour over the annual cycle (e.g. all gridpoints of the brown region
have a maximum in September and minimum in June). We also tried higher number of
clusters, however in this case the differences between the seasonal cycles were not large
enough and they did not give us further information (only very similar new clusters).
The manual separation into land/ocean was necessary to better interpret the results.
Another more complex approach could have been to first separate land and ocean, and
then do some kind of K-means clustering where annual, NAO and sea ice variability are
included.

RC: L222 There are no land regions for the former blue cluster→mention land regions later

AR: Thanks for the suggestion. We have restructured the paragraph and mention the
distinction between land and ocean areas first. In addition, we clarified that the former
blue cluster is an ocean region (both in Sect. 3.2.1).

RC: L233 Maybe mention also 6O and 7O

AR: Thanks. We added the following into Sect. 3.2.1:
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”The ocean clusters 1O, 7O peak in June and the 6O cluster peaks in October
possibly as a consequence of more sea ice free areas in October. ”

RC: Figure 8, caption: (e, g)→ (e, f)

AR: Thanks, this was a typo. We changed it as you suggested.

RC: L247 northeastward-oriented→ southwesterly

AR: Thanks. We changed it as suggested.

RC: L252 What is meant by NAO is at its weakest? NAO-, or neutral?

AR: We meant with that NAO− and clarified this by writing instead (see Sect. 4.1.1):

”(when NAO is weakest, hence most negative)”

RC: Figure 10 Switch 3O and 2O?

AR: Thanks, we switched the order of 30 and 20 as you suggested.

RC: Figure 11 Is the sum of all values zero (it does not look like)? If not, I am not sure how
they were normalised.

AR: To analyse the moisture source deviations between NAO+ and NAO−months, we
subtracted for each gridpoint the moisture sources of the months with NAO− from
NAO+. In order to better compare this between the months we divided each grid
point by the maximum difference between the months with NAO+ and the months
with NAO−. This means the gridpoint where there is the largest positive difference has
a normalised deviation of 1. So, summing up all gridpoints times multiplying them with
the maximum moisture source difference between NAO+ and NAO− gives the num-
ber that is written below the month as absolute mean total deviation of contributing
moisture sources. We added this information in a shortened version to the legend and
caption of Fig. 11.

RC: Section 4.2 Suggestion: What I would find useful here is a figure showing the correlations
on a map instead of in a table for the clusters.

AR: We have considered to present the results on a geographical map comparable to
Fig. 8 with the respective correlation coefficients. However, this would result in 13*2
subplots which would not improve the layout and readability of the results. Therefore,
we decided to leave the table.

RC: L282+ What about evaporation alone? Did it increase with decreasing sea ice?

AR: We expect that evaporation alone increases with decreasing sea ice indeed (e.g.
described in Bintanja and Selten, 2014).

RC: Figure 13 Is the p-value for the linear regression or Mann-Kendall test? Please clarify.
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AR: Thanks for pointing this out. The p-values that are written in Fig. 13 are from the
linear regression. We added the following into the caption of Fig. 13 to clarify this:

...”with estimates of a possible linear trend and its corresponding p-values”.

RC: L347 This is a bit confusing, before only October was mentioned, but it was a different
unit.

AR: In this paragraph, we describe the months with a slight significant correlation of
increasing precipitation for higher surface temperature. It is true that October is the
only month where we could see a temporal trend (see Sect. 4.3)but when looking at the
relation between precipitation and surface temperature there are other months with a
significant correlation (see Sect. 5.2). We added into the subsection name (Sect. 5.2)
where this paragraph is located ...Relation to ”temperature” and sea ice... which might
clarify that the first of the two paragraphs is about temperature.
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