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Abstract. Rossby wave packets (RWPs) are fundamental to midlatitude dynamics and govern weather systems from their

individual life cycles to their climatological distributions. Renewed interest in RWPs as precursors to high-impact weather

events and in the context of atmospheric predictability motivates this study to revisit the dynamics of RWPs. A quantitative

potential vorticity (PV) framework is employed. Based on the well established PV-thinking of midlatitude dynamics, the

processes governing RWP amplitude evolution comprise group propagation of Rossby waves, baroclinic interaction, the impact5

of upper-tropospheric divergent flow, and direct diabatic PV modification by nonconservative processes. An advantage of the

PV framework is that the impact of moist processes is more directly diagnosed than in alternative, established frameworks for

RWP dynamics. The mean dynamics of more than 6000 RWPs from 1979-2017 are presented using ERA5 data, complemented

with nonconservative tendencies from the ,Year of tropical convection‘ data (available 2008-2010).

Confirming a pre-existing model of RWP dynamics, group propagation within RWPs is consistent with linear barotropic10

theory, and baroclinic and divergent amplification occur most prominently during the mature stage and rather towards the

trailing edge of RWPs. Refining the pre-existing model, the maximum of divergent amplification occurs in advance of max-

imum baroclinic growth and baroclinic interaction tends to weaken RWP amplitude towards the leading edge. ,Downstream

baroclinic development’ is confirmed to provide a valid description of RWP dynamics in both, summer and winter, although

baroclinic growth is substantially smaller (about 50%) in summer. Longwave radiative cooling makes a first-order contribution15

to ridge and trough amplitude. This large impact, however, is not coupled to other governing processes and is thus interpreted

as a climatological background process. The direct impact of other nonconservative tendencies, including latent heat release,

is an order of magnitude smaller than longwave radiative cooling. Arguably, latent heat release still has a substantial impact on

RWPs by invigorating upper-troposhperic divergence. The divergent flow amplifies ridges and weakens troughs. This impact

is of leading order and larger than that of baroclinic growth. To the extent that divergence is associated with latent heat release20

below, we argue that moist processes contribute to the well-known asymmetry in the spatial scale of troughs and ridges. For

ridges, divergent amplification is strongly coupled to baroclinic growth and enhanced latent heat release. We thus propose that

the life cycle of ridges is best described in terms of ,downstream moist-baroclinic development’. Finally, our results demon-

strate that divergent ridge amplification does not only depend on the magnitude of latent heat release but also on its relative

location (,phasing’). We have demonstrated that phasing is a function of the stage of the baroclinic life cycle. We thus fur-25

ther hypothesize that phasing is the most relevant aspect of the dry baroclinic dynamics, rather than the impact of secondary

circulations that develop associated with the dry dynamics of a baroclinically developing wave.
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1 Introduction

Rossby wave packets (RWPs) propagating along the midlatitude jet (Wirth et al., 2018) are fundamental to both, the individual

evolution and the climatological distribution of midlatitude weather systems. Specifically, RWPs organize the formation, inten-30

sification, and movement of weather systems and special attention has been given to RWPs as precursors to extreme weather

events (e.g., Shapiro and Thorpe, 2004; Martius et al., 2008; Wirth and Eichhorn, 2014; Piaget et al., 2015; Grazzini et al.,

2020). Beyond individual weather systems, the recurrent occurrence of RWPs has been associated with periods of temperature

extremes (Röthlisberger et al., 2019). And from a climatological perspective, the dynamics of midlatitude storm tracks can be

described in terms of the excitation, propagation, and decay of RWPs (Chang and Orlanski, 1993; Chang et al., 2002).35

A defining characteristic of RWPs is the associated downstream dispersion of energy. This downstream dispersion implies

that RWPs connect the current evolution of weather systems with the previous evolution of weather systems in the upstream

region, i.e., RWPs provide a means of teleconnection between systems. The significance of this characteristic for atmospheric

predictability has long been recognized (Cressman, 1948; Hovmöller, 1949). Smaller-scale weather features embedded in

RWPs may inherit some of this putative predictability (Anthes et al., 1985; Grazzini, 2007; Grazzini and Vitart, 2015). On the40

other hand, however, forecast errors and uncertainty originating from weather systems upstream may propagate within RWPs

and may severely compromise predictability in the downstream region (e.g., Anwender et al., 2008; Rodwell et al., 2013). In

fact, midlatitude forecast errors have been shown to grow and maximize within RWPs (Dirren et al., 2003; Davies and Didone,

2013; Baumgart et al., 2018) and the reliable medium-range prediction of RWPs constitutes a challenge for state-of-the-art

numerical forecast systems (Glatt and Wirth, 2014; Gray et al., 2014).45

The renewed interest in RWPs due to their role in atmospheric extremes and predictability provides motivation to revisit the

dynamics governing RWP evolution. The prevailing paradigm for RWP dynamics, developed based on RWPs during winter,

has been dubbed downstream baroclinic development (e.g., Orlanski and Sheldon, 1995; Chang, 2000). In this paradigm,

development at the leading edge of the wave packet is governed by downstream dispersion of wave energy, consistent with

linear (barotropic) RWP dynamics. Subsequently, the developing perturbation further grows by baroclinic energy conversion.50

The decay of the perturbation at the mature stage is then initiated by downstream dispersion of energy and the cycle may repeat

itself farther downstream. Basically, the paradigm of downstream baroclinic development describes the baroclinic coupling of

RWPs. The paradigm, however, does not explicitly consider moist processes. In general, moist processes increase baroclinic

growth by associated latent heat release and effectively reducing static stability (Emanuel et al., 1987; Gutowski et al., 1992).

More recent studies strongly indicate that the impact of moisture differs substantially between ridges and troughs. Many studies55

have demonstrated significant ridge amplification by latent heat release below and argue that associated upper-tropospheric

divergent outflow plays a crucial role in this amplification (e.g. Davis et al., 1996; Riemer et al., 2008; Grams et al., 2011;

Archambault et al., 2013; Pfahl et al., 2015; Grams and Archambault, 2016; Steinfeld and Pfahl, 2019). A large case-to-

case variability between individual ridges, however, can be expected (Teubler and Riemer, 2016). The impact on troughs, in

contrast, is less extensively studied and the few existing studies indicate a more complex impact of upper-tropospheric outflow60
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on troughs and a potentially detrimental impact on trough amplitude (Pantillon et al., 2013; Riemer and Jones, 2014; Teubler

and Riemer, 2016).

Moist processes are of particular interest in the context of atmospheric predictability. Forecast errors grow most rapidly in re-

gions of convection and precipitation (Hohenegger and Schär, 2007; Zhang et al., 2007; Selz and Craig, 2015). Moist processes

in the warm sector of cyclones have been identified as one of the most important sources of forecast errors and uncertainty65

in the midlatitudes (Rodwell et al., 2018; Sanchez et al., 2020). Upper-tropospheric outflow most effectively communicates

uncertainties associated with moist processes to the tropopause region (Baumgart et al., 2019; Baumgart and Riemer, 2019),

where these uncertainties have been shown to potentially transfer to the amplitude of the downstream ridge (e.g. Martínez-

Alvarado et al., 2016; Grams et al., 2018) and thus eventually RWP amplitude (Baumgart et al., 2019; Ghinassi et al., 2020).

Understanding the predictability of RWPs as large-scale atmospheric features thus requires understanding of the occurrence70

and characteristics of moist processes within RWPs.

This study revisits the dynamics of ridges and troughs within RWPs in a quantitative potential-vorticity (PV) framework.

For the first time, a quantitative analysis of RWP dynamics will be performed for a very large number (over 6000) and year-

round occurrenc of cases in the northern hemisphere. The PV framework has been developed in Teubler and Riemer (2016),

building on previous work by Davis and Emanuel (1991), Nielsen-Gammon and Lefevre (1996), and Riemer et al. (2008).75

The framework has previously been employed in case studies (Piaget et al., 2015; Teubler and Riemer, 2016; Schneidereit

et al., 2017), a climatological study of extreme precipitation events (Grazzini et al., 2020), and to investigate the PV dynamics

of forecast errors and ensemble-forecast spread (Baumgart et al., 2018, 2019; Baumgart and Riemer, 2019). Essentially, the

framework constitutes a quantification of the well-established PV thinking of midlatitude dynamics (e.g., Hoskins et al., 1985).

PV thinking provides dynamical understanding by considering the evolution and interaction of PV anomalies, which maximize80

at lower and upper levels in the midlatitude troposphere. A conceptual separation into two layers thus captures the essence of

Rossby wave propagation and baroclinic development (Eady, 1949; Phillips, 1951; Heifetz et al., 2004a, b)1.

A comprehensive description of the PV perspective on RWP dynamics can be found in Wirth et al. (2018, their Sect. 3f). An

alternating succession of positive and negative synoptic-scale, upper-level PV anomalies constitute an RWP. Consideration of

these upper-level PV anomalies and a background PV gradient in isolation describes (quasi-barotropic) Rossby wave dynam-85

ics: Upper-level PV advection by the winds associated with the upper-level PV anomalies themselves signify intrinsic phase

and group propagation. The impact of low-level PV anomalies describe baroclinic interaction: Upper-level PV advection by the

winds associated with these low-level anomalies signify baroclinic growth (or weakening). This strictly balanced conceptual

model can be complemented by including PV tendencies due to advection by divergent flow and due to nonconservative pro-

cesses. With respect to nonconservative processes, we follow the convention used by Davis et al. (1993): Nonconservative PV90

tendencies are referred to as direct nonconservative impact. Advective tendencies associated with nonconservative processes

are referred to as indirect nonconservative impact. One prominent indirect nonconservative impact is the formation of low-level

PV anomalies associated with latent heat release and the subsequent role of these anomalies in baroclinic growth. This impact,

1The concept can be extended to include mid-level PV anomalies and humidity (de Vries et al., 2009, 2010). This extension, however, will not be considered

in the current study.
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however, will not be given special attention in the current study. Instead, this study focuses on PV advection by the diver-

gent flow invigorated by latent heat release below as a prominent indirect nonconservative impact. It is still an open question,95

however, to what extent upper-tropospheric divergence is associated with moist and dry (balanced) dynamics, respectively.

The PV perspective provides a diagnostic framework that is complementary to the often-used eddy kinetic energy framework

(e.g., Orlanski and Sheldon, 1995; Chang, 2000; Chang et al., 2002). Both frameworks have their strengths and weaknesses

and a detailed comparisons of the two frameworks can be found in Teubler and Riemer (2016, their Sect. 3f) and Wirth et al.

(2018, their Sect. 3f). A notable caveat of our PV framework is that the effect of deformation on the evolution of PV anomalies100

is not accounted for. Deformation is of particular importance during wave breaking and the associated decay of PV anomalies.

This important caveat needs to be borne in mind when interpreting the results of the PV analysis in the late stage of the life

cycle of individual troughs and ridges. Arguably, the most substantial advantage of the PV framework is that the impact of

nonconservative processes is much more directly diagnosed than in an eddy kinetic energy framework. One focus of this study

is on the impact of moist processes on RWPs and we thus adopt the PV perspective.105

The overarching goal of this study is to provide a robust mean-picture of the dynamics of troughs and ridges in real-world

RWPs. This mean evolution may provide a benchmark for subsequent studies to identify anomalous dynamical behaviour in

more specific scenarios. Main questions to be addressed in the current study are:

– To what extent does the paradigm of downstream baroclinic development provide a useful description of RWP evolution

during summer, when baroclinic coupling is relatively weak?110

– How do nonconservative processes modify the paradigm of downstream baroclinic development?

– What is the relative role of direct diabatic PV modification and the indirect impact of latent heat release by invigorating

upper-tropospheric divergence?

– And to what extent can upper-tropospheric divergence be attributed to moist and dry (balanced) dynamics, respectively?

The next section describes the data and introduces the quantitative PV framework. Section 3 explains how RWPs are selected115

from a pre-existing catalogue and how their associated troughs and ridges are identified. In addition, an account of the accuracy

of our PV diagnostic is given. The subsequent two sections present our results: Section 4 considers spatial patterns of PV

anomalies, piecewise (advective) PV tendencies, and a proxy for latent heat release, whereas Sect. 5 focuses on the temporal

evolution and relation of individual processes. Our conclusions and a final discussion are given in Sect. 6.

2 Data and quantitative PV framework120

2.1 Data

This study uses two different data sets: i) the "Year of tropical convection" (YOTC) data (e.g., Moncrieff et al., 2012) based on

the integrated forecast system of the European Centre for Medium-Range Weather Forecasts (ECMWF) and ii) the ECMWF
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re-analysis ERA5 (Hersbach et al., 2019). The YOTC data is unique in the sense that it contains model tendencies from the

different physical parameterization schemes. These tendencies are computed from 36-h forecasts starting daily from the 1200125

UTC analysis and are accumulated over 3 h. The YOTC data is available from May 2008 to April 2010 every 6 h and has

previously been used in case studies to quantify the direct impact of nonconservative processes on trough and ridge dynamics

(Teubler and Riemer, 2016; Schneidereit et al., 2017). ERA5 data is publicly available since 1979 and we use the data from

June 1979 to November 2017 every 3 h. A 3-hourly resolution is deemed sufficient to analyze the impact of organized moist

processes (e.g., recurving tropical cyclones, warm conveyor belts, and mesoscale convective systems) on RWPs. We therefore130

did not exploit the available hourly resolution of the ERA5 data to avoid excessively large data handling and computational

cost. For both, YOTC and ERA5, we use a spatial resolution of 1◦ and 17 pressure levels (1000, 950, 925, 900, 850, 800, 700,

600, 500, 400, 300, 250, 200, 150, 100, 70, and 50 hPa), from which data is interpolated to a 50 hPa vertical resolution by

cubic spline interpolation.

2.2 Quantification of individual processes: piecewise PV tendency framework135

The quantitative piecewise PV tendency framework employed in this study has been introduced by Teubler and Riemer (2016).

The framework considers Ertel’s PV (Ertel, 1942) in its hyodrostatic approximation on isentropic levels:

PV =
(ζθ + f)

σ
, (1)

where ζθ is the vertical component of relative vorticity on an isentropic surface, f the Coriolis parameter and σ =−g−1(∂p/∂θ)

the isentropic layer density with gravity g, pressure p, and potential temperature θ.140

The PV tendency equation, neglecting small nonhydrostatic effects, is given by adiabatic advection and nonconservative PV

modification (N ):

∂PV

∂t

∣∣∣
θ
=−v · ∇θPV +N , (2)

with

N = θ̇
∂PV

∂θ
+PV

∂θ̇

∂θ
+

1
σ

(
k× ∂v

∂θ

)
·∇θ̇+

1
σ
k · (∇× v̇) . (3)145

To evaluate the tendency equation, the nonconservative heating rate θ̇ and the nonconservative momentum sources and sinks

v̇ are calculated from the 3-hourly accumulated YOTC tendencies as forward finite differences. The nonconservative tenden-

cies available in the YOTC data are those from the parameterization schemes of longwave radiation, convection, clouds, and

turbulence and orographic drag (ECMWF, 2009). Using YOTC data to evaluate Equation 2, the residual comprises the (small)

missing tendencies from shortwave radiation, nonconservative effects of the dynamical core (numerical diffusion), model150

deficiencies due to the parameterizations, and numerical inaccuracies associated with using a finite time step. For ERA5, non-

conservative tendencies from all individual parameterizations, in particular from the cloud and the convection scheme, are not

available and we thus evaluate the adiabatic advective tendencies in Equation 2 only.
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The advection term in the PV tendency equation (Equation 2) is further partitioned to quantitatively represent the PV per-

spective of midlatitude dynamics as described in the introduction. This partitioning is applied to the horizontal wind on pressure155

levels, from which the individual wind components are interpolated to isentropic levels to calculate the associated (piecewise)

advective PV tendencies2. First, a Helmholtz partitioning is applied to decompose the flow into its irrotational and nondivergent

components (following version 5 in Lynch, 1989). The resulting harmonic component is negligible and thus we will refer here-

after to the irrotational wind as divergent wind (vdiv). Then, the nondivergent component is further decomposed by piecewise

PV inversion based on nonlinear balance (Charney, 1955; Davis and Emanuel, 1991; Davis, 1992). PV anomalies (PV ′) are160

defined as deviations from a 30-day mean background state PV . The 30-day period is centered on the respective life time of

each RWP, i.e., a constant background state is used for each RWP. A 30-day period has been chosen because it is long enough

to be considered as steady in the sense that v ·∇PV ≈ 0, where v is the background wind, and short enough that the associated

anomalies can be considered to be synoptic-scale features. PV anomalies are partitioned into upper-level PV anomalies includ-

ing the upper-boundary θ-anomalies and into lower-level PV anomalies including the lower-boundary θ-anomalies. Following165

previous work (Davis et al., 1996; Riemer and Jones, 2010, 2014; Teubler and Riemer, 2016) the separation level between

upper- and lower-level PV anomalies is chosen to be between 600 and 650 hPa. In general, midlatitude PV anomalies at such a

mid-tropospheric level are small compared to lower- and upper-tropospheric anomalies; exceptions comprise deep tropopause

folds (e.g. Donnadille et al., 2001), recurving tropical cyclones (e.g. Thorncroft and Jones, 2000), and midlatitude cyclones

with deep-tropospheric PV towers (e.g. Rossa et al., 2000). The occurrence of these exceptions, however, is infrequent and we170

are thus confident that they do not affect the statistics presented in this study.

The piecewise PV inversion uses the so-called subtraction (ST) method proposed by Davis (1992). The inversion is per-

formed on a horizontal domain that extends from 25◦N - 80◦N and that is periodic in longitude to reduce boundary effects.

In the vertical, θ is specified as Neumann boundary condition at 875 hPa and 125 hPa. For consistency, θ is calculated from

the pressure level data as θ =−∂φ/∂Π, with geopotential φ and the Exner function Π = (p/p0)Rd/cp , where p0 = 1000 hPa,175

Rd is the gas constant and cp the heat capacity for dry air. The interior levels range from 850 hPa to 150 hPa, every 50 hPa.

The wind field obtained by inversion is interpolated to isentropic levels using log-linear interpolation, i.e., linear interpolation

under the assumption that temperature varies linearly with the natural logarithm of pressure. The isentropic levels suitable to

analyze RWPs along the midlatitude jet are subject to a seasonal cycle. To account for the seasonal dependence, we follow the

recommendations of Röthlisberger et al. (2018) and use the following isentropic levels: 320 K for December, January, February180

and March, 325 K for April and November, 330 K for May and October, 335 K for June and September, and 340 K for July and

August. In the following, PV advection will refer to PV advection on these isentropic levels. In summary, our decomposition

of the horizontal wind reads

v = vqb + vbc + vdiv + vres , (4)

2This procedure neglects adiabatic vertical motion in the transformation from pressure to isentropic levels. Adiabatic vertical motion can be expected to be

2-3 orders of magnitude smaller than the horizontal wind on pressure levels near the jet, where we evaluate the tendencies. The second author had explicitly

verified in previous work that neglecting vertical motion on pressure levels when calculating PV tendencies on isentropes does not affect the diagnostic in any

notable quantitative sense even during upper-level frontogenesis (as, e.g., in Riemer and Jones, 2010), when the slope of isentropes are a maximum.

6

https://doi.org/10.5194/wcd-2020-52
Preprint. Discussion started: 13 October 2020
c© Author(s) 2020. CC BY 4.0 License.



The quasi-barotropic (near-tropopause) dynamics of the RWP is represented by PV advection due to vqb, which is defined185

as the sum of v and the wind associated with the upper-level PV anomalies (including the upper-boundary θ anomalies).

Baroclinic impact on RWP dynamics in the PV framework is represented by PV advection due to vbc, which is defined as the

wind associated with the lower-level PV anomalies and is dominated by the lower-boundary θ anomalies (not shown). The

impact of upper-tropospheric divergence is represented by vdiv . In addition we introduce the residual vres, which arises i) due

to inherent features of piecewise PV inversion on a limited domain under nonlinear balance, namely imperfect knowledge of190

the lateral boundary conditions and the nonlinearity of the balance condition, and ii) due to numerical inaccuracies, mostly in

calculating the Neumann boundary condition at 125 hPa, where the vertical θ gradient is very large, and in the interpolation

from pressure to isentropic levels.

2.3 Amplitude evolution of troughs and ridges

This study focuses on the amplitude evolution of troughs and ridges. Individual troughs and ridges are defined in our framework195

as the positive PV anomaly in-between two ridge axes and the negative PV anomaly in-between two trough axes, respectively.

Trough and ridge axes are defined based on isolines of zero meridional wind anomaly (for details see chapter 3d in Teubler

and Riemer, 2016). This simple identification works very well until the evolution becomes highly nonlinear and wave breaking

occurs. Trough and ridge amplitude is consequently defined as the amplitude of the associated spatially-integrated PV anomaly.

With this definition, the amplitude evolution is given by (derivation can be found in Teubler and Riemer, 2016)200

d

dt

∫

A(t)

PV ′dA=
∫

A

[
−v ·∇PV −PV ′ (∇ ·v) +N

]
dA + Bnd, (5)

where A denotes the area of the respective PV anomaly. Amplitude evolution is thus governed by four mechanisms: ad-

vection of background PV, divergence within the PV anomaly, nonconservative processes, and a boundary term Bnd=
∫
S PV

′ (v ·n) dS, which describes the net flux of PV anomalies across the curve S (with normal vector n) that defines

area A. The boundary term is usually small because PV ′ = 0 along most of the boundary S (see Figs. 4 and 5 in Teubler and205

Riemer, 2016). The boundary term may become large when our simple algorithm fails to correctly identify anomalies during

their highly nonlinear evolution. We will use this characteristic below to restrict our analysis to troughs and ridges that evolve

rather benignly.

Using our decomposition of the wind (Equation 4) in the amplitude evolution (Equation 5) finally yields the individual

contributions that will be considered in the remainder of this study:210

d

dt

∫

A(t)

PV ′ dA=−
∫

A

vqb ·∇PV dA−
∫

A

vbc ·∇PV dA−
∫

A

[vdiv ·∇PV +PV ′ (∇ ·vdiv)] dA+ (6)

+
∫

A

N dA+Bnd −
∫

A

[vres ·∇PV +PV ′ (∇ ·vres)] dA .
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Figure 1. Schematic of envelopes (grey shading) and anomaly evolution within a RWP. The black line depicts the 2 PVU contour illustrating

the tropopause. Red and blue dots represent the center of mass of negative (ridges) and positive (troughs) PV anomalies, respectively. The

blue shading represents the amplitude evolution of Anomaly 3 with the time of maximum amplitude denoted by x along the time axis. For

further details we refer to the text.

The winds obtained from PV inversion (vqb and vbc) are nondivergent and thus contribute to the amplitude evolution only by

advection of background PV (first two terms on the RHS), whereas the third term denotes the combined impact of the divergent

wind. The last term quantifies the residual in the PV budget due to the residual in the wind decomposition.215

3 Selection of PV anomalies for further analysis

3.1 Selection of RWPs and their associated troughs and ridges

We select our RWP cases from a pre-existing catalogue of RWPs (Wolf and Wirth, 2017). This catalogue is based on ERA-

interim data (Dee et al., 2011). RWPs in this catalogue are identified by an object-based tracking algorithm with a 12-hourly

resolution. Identification of RWP objects is based on thresholding the envelope field of the 300 hPa meridional wind. The220

envelope is calculated along streamlines of a zonally varying background state following Zimin et al. (2006) with Wolf and

Wirth (2017) using a latitude-dependent wave number filter before envelope calculation.
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For the current study, we consider RWPs with a lifetime between 4 and 15 days. Individual troughs and ridges are defined

to be part of a specific RWP if the zonal position of the center of mass of their respective PV anomaly is located within the

zonal extent of the envelope field of that RWP object. To maximize the number of troughs and ridges identified within these225

RWPs, we have recalculated the envelope field with the YOTC and ERA5 data following Wolf and Wirth (2017) but with a

lower envelope threshold of 15 m/s to enlarge RWP objects. Individual troughs and ridges are tracked with time using a simple

distance criterion: If the center of mass between two consecutive trough (ridge) anomalies is below a threshold ∆x= 650 km,

then the anomalies are considered to represent the same trough (ridge). Otherwise, a new trough (ridge) is identified as part

of that RWP. The procedure is performed for each time step as long as the RWP object is identified. For consistency, we use230

∆x/2 for the 3-hourly ERA5 data. Our threshold distance ∆x is within 80 % of the smallest distances between consecutive

ridges and within 84 % of the smallest distance between consecutive troughs. For a linear wave, our threshold distance implies

a phase speed of 30 m s−1, which is rather high compared to typically observed values. Nonlinear effects however, mostly the

deformation of the PV anomaly, may yield such relatively large zonal displacements of the center of mass of a PV anomaly and

thus we here use such an inclusive criterion. Furthermore, neighboring troughs (ridges) are virtually always much farther apart235

than our threshold distance and thus erroneous matching of neighboring troughs (ridges) at consecutive times is not expected.

The identification and tracking of individual trough and ridge anomalies is illustrated in Fig. 1.

3.2 Eliminating data of questionable representiveness

Before performing statistical analysis and creating composites of our data, we eliminate tendency data for which it is question-

able that they represent well the evolution of anomalies within RWPs. Our elimination criteria refer to the identification and240

the life time of anomalies. First, we eliminate data from time steps at which the absolute value of the boundary term (Bnd)

is exceptionally large. To define exceptionally large values we apply an often-used method to define outliers, the so-called

interquartile range (IQR) rule. The n-IQR rule defines outliers as those values that lie n times the IQR outside of the first and

the third quartile. For the boundary term, we apply the 3-IQR rule. As noted above, exceptionally large values of the boundary

term indicate that individual anomalies are not identified correctly as for example during highly nonlinear evolution. Arguably,245

the tendencies diagnosed for these anomalies do not represent the actual evolution. Second, we stop tracking the anomaly

when the difference between the diagnosed and the observed amplitude evolution is exceptionally large (defined by the 3-IQR

rule). The observed amplitude evolution is defined as the forward finite difference between the amplitude at two consecutive

time steps. Our interpretation of these exceptionally large differences is that splitting or merging of anomalies occurs, because

these events substantially change the (spatially integrated) amplitude of the anomaly but are not captured by our diagnostic.250

After the assumed splitting or merging, respective anomalies are redefined as new, separate anomalies. Third, we eliminate

data when this difference is large (defined by the 1.5-IQR rule; see below for the choice of the threshold). Finally, we require

that anomalies exist for at least 2 days. We consider shorter lived anomalies as not being representative of troughs and ridges

that develop within RWPs. After eliminating data according to these criteria, 111 RWPs with 354 ridges and 321 troughs are

considered during the YOTC period and 6311 RWPs with 15651 ridges and 16146 troughs during the ERA5 period.255
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Figure 2. Relation between observed and diagnosed amplitude evolution (in PVU m2/s) for both datasets, ERA5 (a,b) and YOTC (c,d), and

for ridges (a,c) and troughs (b,d) separately. For a perfect correspondence all scatters should be aligned along the black solid line of slope

1 and cross the origin. The 2d-fit is indicated by the black dashed line with slope r (lower right corner). Color shading describes number of

values within a certain hexbin (for ERA5 on logarithmic scale). For ERA5 620316 datapoints are included, for YOTC 7692.

3.3 Verification of the PV budget

Despite eliminating data of questionable representiveness, differences between the observed and the diagnosed amplitude

evolution may still occur due to uncertainties in the calculation of the boundary term Bnd, the residual wind component vres,

the comparison of instantaneous tendencies with finite-time differences and mainly due to small-scale merging and splitting

events. In our previous case studies the general evolution of the PV anomalies were captured very well. Notable and seemingly260

unsystematic differences, however, did occur at individual analysis times (e.g., Fig. 6 in Teubler and Riemer, 2016). Here we

provide a comparison between the observed and the diagnosed amplitude evolution in a statistical sense. Figure 2 shows scatter

plots of the observed and the diagnosed amplitude evolution of all data considered in the subsequent analysis.
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For a perfect agreement between the observed and the diagnosed evolution all data points would be located on the black

solid line through the origin with a slope of 1. The data exhibits scatter around this line and we consider the overall agreement265

to be reasonably good, in particular for the ridges. Note that a logarithmic scale is used for the ERA5 data (Figure 2a,b) to

make visible the full distribution of the data.

The actual linear fit to the data (black dashed line) exhibits an offset from the origin and a slope < 1. This reduced slope

indicates that the diagnosed tendencies underestimate the absolute value of the observed tendency, i.e., both amplification

and weakening of anomalies are underestimated. This underestimation is consistent with the fact that our diagnostic does not270

capture amplification by merging and weakening by splitting. Increasingly more restrictive criteria for eliminating data due

to differences between observed and diagnosed tendencies (see above) yield increasingly steeper (closer to 1) slopes of the

linear fit in (Figure 2). Our threshold given in the subsection above has been chosen less restrictive to keep as many as possible

datapoints knowing that in particular merging and splitting events will be removed from the observed amplitude evolution.

The offset from the origin is more pronounced for ERA5 than for YOTC data and is consistent with the lack of nonconserva-275

tive tendencies in ERA5 data. As we will show below, the net effect of nonconservative tendencies is a systematic weakening of

ridges and an amplification of troughs. Consequently, the offset of the diagnosed tendencies in the ERA5 data, which comprise

advective tendencies only, is positive for ridges (Figure 2a) and negative for troughs (Figure 2b). For the YOTC data, there is a

slight offset for trough tendencies (Figure 2d) and a negligible offset for ridges (Figure 2c).

4 Spatial structure of PV tendencies within troughs and ridges280

This section presents the spatial structure of advective PV tendencies for troughs and ridges that are part of RWPs in the

northern hemisphere in the ERA5 data. Spatial composites with respect to the center of mass of the trough and ridge anomalies,

respectively, are presented. We first examine the tendencies averaged over trough and ridge life cycles and discuss variations

between summer and winter. These composites reveal expected characteristics of RWP propagation and baroclinic growth. In

addition, we find distinct differences between troughs and ridges in a proxy for latent heat release and in the impact of the285

divergent flow. We argue that these differences contribute to the well-know asymmetry of troughs and ridges. Subsequently,

we examine the individual tendencies in some more detail and present the spatial structure at the times when the individual

tendencies exhibit their maximum and minimum values, respectively, during ridge and trough life cycles.

4.1 General aspects and seasonal variation

The spatial structure of the individual tendencies for the extended summer and winter seasons (May - September and November290

- March, respectively) are presented in Figure 3. The spatial composites comprise all troughs and ridges at all times in all RWPs

in our database. As a first observation we note that the composite PV-anomaly pattern indicates an average wavenumber of 6

to 7 (wavelength of approximately 50◦) of the RWPs in both seasons.

The quasi-barotropic PV tendencies (blue contours) exhibit the pattern expected based on PV thinking for linear Rossby

waves (e.g., Fig. 17 in Hoskins et al., 1985) with a phase shift of π/2 between the tendencies and the PV anomalies. This295
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Figure 3. Spatial composites of PV anomalies (shading) with individual PV′ tendencies (contours) for both NDJFM (a,b) and MJJAS (c,d)

and for ridges (a,c) and troughs (b,d) separately. The different contours show in black dashed mean temperature between 850 and 800 hPa

((260, 270, 280) K), in green convergence of IVT (1000-500 hPa) if relative humidity ≥ 80% as proxy for latent heat release (±(0.02, 0.04,

0.06, 0.08, 0.1) kg m−2 day−1, negative darker), in blue PV tendencies due to quasi-barotropic propagation (±(1, 2, 3, 4, 5) PVU/day),

in yellow baroclinic interaction (±(0.1,0.15,0.2,0.25,0.3) PVU/day) and in red PV tendencies due to divergent flow (±(0.2, 0.4, 0.6, 0.8,

1) PVU/day). Dashed contours refer to negative values, respectively. The isentropic level for PV anomalies and PV tendencies follows the

seasonal cycle.

pattern yields a westward shift of the anomalies and thus signifies the well-know westward intrinsic phase velocity of Rossby

waves. Furthermore, this pattern signifies the eastward intrinsic group velocity of RWPs: downstream anomalies amplify due to

the quasi-barotropic tendencies whereas upstream anomalies weaken. This pattern does not exhibit notable variations between

ridges and troughs and between summer and winter.

The baroclinic PV tendencies (yellow contours) clearly demonstrate that RWPs amplify on average due to baroclinic growth.300

The baroclinic tendencies are phase-shifted such that positive tendencies spatially correlate on average with positive PV anoma-

lies and negative tendencies with negative anomalies, thus amplifying the existing anomalies. Consistently, the low-level tem-

perature pattern exhibits an according phase shift. Baroclinic growth in summer is much weaker than in winter (about 50%)

associated with a 25-30% weaker low-level temperature gradient in summer (not shown).

The PV tendencies due to the divergent flow (red contours) exhibit distinct differences between troughs and ridges. These305

tendencies are predominantly negative and maximize within the ridges. Thereby, on average, the divergent flow amplifies
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ridges (Figure 3a,c) and, to lesser extent, weakens troughs (Figure 3b,d). Within the ridges, the divergent tendency exhibits

a dipole with negative tendencies ahead of the upstream trough and positive tendencies in the rear of the downstream trough

(Figure 3a,c). It is plausible that this dipole is related to the dry dynamics of a baroclinically growing wave, in which ascent and

upper-tropospheric divergence occurs ahead of troughs and descent and upper-tropospheric convergence in the rear of troughs310

(e.g., Fig. 8.10 in Holton, 2004). The negative tendencies of the dipole clearly dominate the positive tendencies, consistent

with the invigoration of ascent and thus upper-tropospheric divergence by latent heat release below. To examine the role of

latent heat release, we consider as a proxy the convergence of integrated water vapor transport (IVT) if relative humidity

is larger than 80%, vertically integrated from 1000− 500 hPa3, similar to previous studies (e.g., Berman and Torn, 2019).

This proxy (green contours) demonstrates systematic release of latent heat within the warm anomaly underneath the ridge315

(Figure 3a,c). Arguably, this latent heat release is associated with the warm conveyor belts of extratropical cyclones. In winter,

latent heat release is approximately 50% stronger than in summer, consistent with stronger baroclinic development in winter.

The divergent tendencies, however, show substantially less differences between summer and winter. In contrast, there is on

average no indication of latent heat release within troughs (Figure 3b,d). Instead, divergence of IVT is found equatorward of

the troughs within relatively cold air. This signal is arguably associated with evaporation in descending air masses and surface320

moisture fluxes in the cold sector of cyclones.

4.2 Extrema of individual tendencies during trough and ridge life cycles

This subsection examines the individual tendencies in some more detail. Specifically, we consider the composite spatial struc-

ture at the time in the trough and ridge life cycles at that the individual advective tendencies exhibit their maximum and

minimum value, respectively. The composites include cases only if the maximum value during the life cycle is positive and the325

minimum value is negative, which is the case for 70-90% of the troughs and the ridges.

Maximum amplification by the quasi-barotropic tendency is very similar for troughs and ridges and occurs when the up-

stream PV anomaly is substantially stronger than the downstream anomaly (Figure 4a,b). This configuration leads to larger

amplifying tendencies on the upstream side of the respective ridge or trough than weakening tendencies on its downstream

side. The opposite is true for the strongest weakening of anomalies by the quasi-barotropic tendency (Figure 4c,d). This con-330

figuration of the PV anomalies signifies that maximum amplification and strongest weakening occur towards the leading and

the trailing edge of the RWP, respectively. This quantitative result derived from all RWPs during the ERA5 period from 1979-

2017 confirms expectations based on linear wave packet dynamics. Note, however, that our diagnostic does not capture decay

due to wave breaking, i.e., highly nonlinear evolution. In general, the amplitude change due to the quasi-barotropic tendency

depends on the degree of asymmetry between the anomalies up- and downstream of the anomaly of interest. The largest indi-335

vidual amplifications in our data (top 5%, not shown) occur when there is, e.g., a pronounced trough upstream of a developing

ridge but no downstream trough. Instead, e.g., a further weak ridge occurs in the farther downstream region that is apparently

unrelated to the RWP under consideration (analogous for strongly amplifying troughs). Based on this observation we conclude

3Convergence of IVT is proportional to latent heat release for saturated conditions and in the absence of ice processes.
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Figure 4. Spatial composites of PV anomalies (shading) and PV′ tendencies for the strongest (a,b) and weakest (c,d) contribution of quasi-

barotropic PV tendencies for ridges (a,c) and troughs (b,d), respectively. The different contours show in blue PV tendencies due to quasi-

barotropic propagation (±(1, 2, 3, 4, 5) PVU/day, negative dashed) and in thin black mean temperature between 850 and 800 hPa (every 5 K).

The isentropic level for PV anomalies and PV tendencies follows the seasonal cycle.

that the most extreme amplification of troughs and ridges in RWPs due to quasi-barotropic dynamics occurs when the RWP

interacts with preexisting like-signed PV anomalies in the downstream region.340

The characteristics of maximum and minimum baroclinic tendencies are also very similar for troughs and ridges (Figure 5).

The largest baroclinic amplification occurs when the respective anomaly is already of large amplitude and accompanied by

a downstream anomaly that is stronger than the upstream anomaly (Figure 5a,b). This pattern signifies that largest baroclinic

amplification occurs on average during the mature stage of individual troughs and ridges and rather towards the trailing edge

of the RWP. Our analysis of a large number of cases thus confirms this aspect of a conceptual model presented in a recent345

review of RWP dynamics (Wirth et al., 2018, their Fig. 9). The low-level temperature wave exhibits a favorable phase shift

and the baroclinic tendencies are almost in phase with the upper-tropospheric PV anomalies. A distinct difference between

troughs and ridges is found in the proxy for latent heat release, which indicates that strong baroclinic amplification of ridges

is associated with strong latent heat release. An analogous signal for troughs is not discernable. Weakening by the baroclinic

term occurs on average towards the leading edge of the RWP, with more pronounced upstream than downstream anomalies350

(Figure 5c,d). Prominent baroclinic tendencies occur upstream of the respective anomaly only, consistent with the lack of a

prominent downstream temperature perturbation at the leading edge of the RWP. These tendencies are in quadrature with the
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Figure 5. Spatial composites of PV anomalies (shading) and PV′ tendencies for the strongest (a,b) and weakest (c,d) contribution of baro-

clinic PV tendencies for ridges (a,c) and troughs (b,d), respectively. The different contours show in yellow PV tendencies due to baroclinic

interaction (±(0.1, 0.15, 0.2, 0.25, 0.3, 0.35, 0.4, 0.45, 0.5) PVU/day, negative dashed), in green convergence of IVT as proxy for latent heat

release (±(0.02,0.04,0.06,0.08,0.1) kg m−2day−1, negative darker) and in thin black mean temperature between 850 and 800 hPa (every

5 K). The isentropic level for PV anomalies and PV tendencies follows the seasonal cycle.

PV anomalies and favor baroclinic amplification of the upstream anomaly but weaken the anomaly on that the composites are

centered. The lack of compensating baroclinic tendencies from temperature anomalies in the downstream region make plausible

why weakening by baroclinic interaction preferentially occurs near the leading edge of RWPs. Note that there is substantially355

less latent heat release within ridges that weaken by baorclinic interaction compared to those that amplify (cf. Figure 5a,c).

The impact of the divergent flow and associated moist processes exhibit the most distinct differences between troughs and

ridges (Figure 6). The absolute value of the divergent tendency is by far the largest for ridge amplification. During maximum

ridge amplification, strong upper-level divergence occurs mostly within the ridge anomaly, clearly associated with large values

of the proxy for latent heat release below (Figure 6a). Latent heat release occurs on average just downstream of an upstream360

surface cyclone, which indicates that latent heat release occurs within the warm conveyor belt of that cyclone. The amplitude

of the upper-level PV anomalies and the existence of well-developed surface systems demonstrate that the strongest divergent

ridge amplification occurs on average during the mature stage of RWPs. The difference in amplitude between the up- and

downstream troughs is less pronounced than during maximum baroclinic ridge amplification (cf. Figure 6a and Figure 5a),

which signifies that maximum divergent amplification occurs on average closer to the center of RWPs and thus in advance of the365

15

https://doi.org/10.5194/wcd-2020-52
Preprint. Discussion started: 13 October 2020
c© Author(s) 2020. CC BY 4.0 License.



2m/s

-60° -30° 0° 30° 60°
pseudo lon

-20°

0°

20°

ps
eu

do
 la

t

a) N=8784

1000

1000

Ridge 2m/s

-60° -30° 0° 30° 60°
pseudo lon

-20°

0°

20°

ps
eu

do
 la

t

b) N=7128

1000

1000
Trough

2m/s

-60° -30° 0° 30° 60°
pseudo lon

-20°

0°

20°

ps
eu

do
 la

t

c) N=7203
1000

1000

2m/s

-60° -30° 0° 30° 60°
pseudo lon

-20°

0°

20°

ps
eu

do
 la

t

d) N=8735

1000

1000

2.0 1.5 1.0 0.5 0.2 0.2 0.5 1.0 1.5 2.0
PV anomaly [PVU]

Figure 6. Spatial composites of PV anomalies (shading) and PV′ tendencies for the strongest (a,b) and weakest (c,d) contribution of divergent

PV tendencies for ridges (a,c) and troughs (b,d), respectively. The different contours show in red PV tendencies due to divergent flow (±(0.5,

1, 1.5, 2, 2.5, 3) PVU/day, negative dashed), in green convergence of IVT as proxy for latent heat release (±(0.02,0.04,0.06,0.08,0.1) kg

m−2day−1, negative darker) and in black solid geopotential at 1000 hPa (every 200 m2/s2, 1000 m2/s2 labeled). The isentropic level for PV

anomalies and PV tendencies follows the seasonal cycle.

maximum of baroclinic amplification. In contrast, maximum weakening of ridges by the divergent flow tends to occur towards

the leading edge of RWPs (Figure 6c). The upper-tropospheric divergent flow in this case is dominated by convergence on the

downstream side of the ridge and is associated with substantially less latent heat release than during maximum amplification

(cf. Figure 6a). For troughs, both, maximum divergent amplification and weakening occur, on average, near the center of

the RWP (Figure 6b,d). Differences between amplification and weakening are most prominently found in the characteristics370

of the low-level pressure systems and of the proxy for latent heat release: i) The low-level geopotential exhibits a higher

amplitude pattern, ii) the location of the center of the downstream cyclone is below the trough, and iii) moist processes are

more pronounced for maximum weakening (Figure 6d) than for amplification (Figure 6b). In addition, the upper-tropospheric

divergent flow during maximum weakening exhibits stronger convergence on the upstream side of the trough, consistent with

larger latent heat release underneath the upstream ridge.375

In summary, our quantitative results based on a large number of RWPs confirm the existing conceptual model of RWP dy-

namics (Fig. 9 in Wirth et al., 2018), save highly nonlinear evolution (wave breaking), which is not captured by our diagnostic

framework. On average, intrinsic group and phase propagation are consistent with linear Rossby-wave theory. Baroclinic and
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divergent amplification occur preferentially near the center and towards the trailing edge of RWPs. Besides this refinement

of the specific timing of maximum baroclinic and divergent amplification, we here provide for the first time a comprehensive380

analysis of the role of the divergent flow for trough and ridge amplitude. Distinct differences between troughs and ridges are

demonstrated, which will be elaborated on below. The question to what extent divergent ridge amplification is associated with

latent heat release will further be addressed below also (subsection 5.3).

5 Temporal evolution and sequence of governing mechanisms

After discussing their spatial distribution, this section investigates the temporal evolution of and relationship between the in-385

dividual PV tendencies. For a succinct depiction of temporal characteristics, the individual tendencies are spatially integrated

over the area of the respective PV anomaly. To simplify the presentation, the sign convention will be such that positive tenden-

cies indicate amplification and negative tendencies indicate weakening for both, troughs and ridges. In addition to the advective

tendencies from the ERA5 data, this section will consider the nonconservative YOTC tendencies also. A strong interconnec-

tion between divergent ridge amplification and both, baroclinic growth and latent heat release will be demonstrated, hinted390

at already above. The last subsection will make first strides towards disentangling contributions of moist and dry (balanced)

dynamics to this divergent amplification.

5.1 Individual mechanisms in relation to maximum amplitude

We first focus on amplitude evolution and thus consider composites with respect to the maximum amplitude of troughs and

ridges, respectively (Figure 7). Some of the general features of the evolution are similar for both, troughs and ridges, and395

for both, winter and summer. By design, the observed amplitude change is positive before and negative after the anomalies’

maximum amplitude. Interestingly, the transition from strongly positive to strongly negative tendencies occurs rapidly, on a

timescale of 12 h. Partly, this feature is an artefact of the compositing technique: With increasing distance from the composite

time the composite average converges towards a random, i.e., climatological value. The largest absolute values of the composite

mean, and thus the sharpest gradients, can therefore be expected close to the composite time. Partly, however, we consider the400

rapid transition to be physically meaningful and indicative of a rapid onset of the decay of anomalies after they have reached

their maximum amplitude. The decay is dominated by the quasi-barotropic term changing from positive to negative values. The

rapid transition is well represented by the diagnosed PV tendencies in the ridge composite, but less so in the trough composite

(cf. Figure 7a,c and Figure 7b,d). Our interpretation of this discrepancy is that (partial) wave breaking and associated splitting of

the PV anomaly after reaching maximum amplitude, which is not captured well by our diagnostic (see discussion in Sect. 3.3),405

occurs more prominently for troughs than for ridges. A further general similarity between troughs and ridges and summer and

winter is that the baroclinic term exhibits on average the smallest absolute value of the advective tendencies.

In winter, amplitude evolution follows the paradigm of downstream baroclinic development: on average, troughs and ridges

first grow by downstream development, i.e., the quasi-barotropic term, followed by a maximum of baroclinic growth approx-

imately one day later (Figure 7a,b). This signal is not clearly evident in summer, when the baroclinic term is substantially410

17

https://doi.org/10.5194/wcd-2020-52
Preprint. Discussion started: 13 October 2020
c© Author(s) 2020. CC BY 4.0 License.



3

2

1

0

1

2

3

4

in
t. 

PV
 te

nd
en

cie
s [

PV
U 

m
²/s

]

1e7
a) Ridge, NDJFM

3

2

1

0

1

2

3

4
1e6

3

2

1

0

1

2

3

4
1e7

b) Trough, NDJFM

3

2

1

0

1

2

3

4

in
t. 

co
nv

er
ge

nv
e 

of
 IV

T 
[k

g/
s]

1e6

72 48 24 0 24 48 72
timelag [h]

3

2

1

0

1

2

3

4

in
t. 

PV
 te

nd
en

cie
s [

PV
U 

m
²/s

]

1e7
c) Ridge, MJJAS

3

2

1

0

1

2

3

4
1e6

72 48 24 0 24 48 72
timelag [h]

3

2

1

0

1

2

3

4
1e7

d) Trough, MJJAS

3

2

1

0

1

2

3

4

in
t. 

co
nv

er
ge

nv
e 

of
 IV

T 
[k

g/
s]

1e6

observed amplitude evolution
diagnosed amplitude evolution

quasi-barotropic
baroclinic

divergent
nonconservative

boundary impact

Figure 7. Time series of the individual contributions (left y-axis) to the evolution of the (a,c) ridge- and (b,d) trough-composite for NDJFM

(a,b) and MJJAS (c,d), respectively. Convergence of IVT is integrated over the same area as PV tendencies (right y-axis). The x-axis depicts

the time lag in hours (every 3 h) relative to the time of maximum amplitude. The sign of the tendencies is defined such that positive (negative)

values always indicate amplification (weakening) of the composite-anomaly, regardless if trough or ridge. Only shown between lag=-72 h and

lag=+72 h around the time of maximum amplitude. Running mean of 3 time steps applied on processes to smooth curves. Nonconservative

tendencies are included from YOTC-data (every 6 h).
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smaller than in winter (cf. (Figure 7c,d and Figure 7a,b), consistent with the seasonal differences in the spatial composites

discussed above (Figure 3). While reduced baroclinic growth during summer is not an unexpected results, the new aspect here

is that the baroclinic term in summer exhibits on average much less relation to the amplitude evolution than in winter. The

occurrence and the characteristics of downstream baroclinic development in the composites will be investigated in some more

detail in Sect. 5.2.415

A difference in the evolution of troughs and ridges is that the maximum amplitude of ridges occurs on average when the

quasi-barotropic term has already turned negative, whereas the maximum amplitude of troughs occurs while this term is still

positive. This difference arises because the divergent term is positive for ridges but negative for troughs (cf. Figure 7a,b and

Figure 7c,d). This consistent amplification and weakening by the divergent term, respectively, is the most striking difference

between ridges and troughs, in both summer and winter, consistent with the results from the spatial composites discussed in420

section 4.

The impact of the divergent flow is dominated by the term PV ′ (∇ ·vdiv) in Equation 6 (not shown), i.e., ridge amplification

implies an increase of the spatial scale of the ridge anomaly and the weakening of troughs implies a decrease of the spatial scale

of the trough anomaly. Differences in the spatial scale of troughs and ridges are a well known feature and can be explained to

lowest order by (dry) semi-geostrophic theory (Hoskins, 1975; Wolf and Wirth, 2015). Semi-geostrophic theory extends quasi-425

geostropic theory by including the ageostrophic wind in the advection of geostrophic momentum, from which the asymmetry

between troughs and ridges eventually arises. The divergent flow contributes to the ageostrophic wind. While dry theory

explains the ridge-trough asymmetry to lowest order, we here propose that other processes that lead to upper-level divergence,

most notably latent heat release, contribute further to the observed asymmetry.

The maximum amplitude of ridges is on average associated with a maximum of the divergent term (Figure 7a,c), indicating430

that the maximum amplitude of ridges is strongly related to ridge building by upper-level divergent outflow. This mechanism

for ridge amplification has been given much attention in the literature (see references in the introduction). In contrast, the

impact of the divergent flow on troughs has, to our knowledge, previously been examined only for few individual cases (e.g.,

Pantillon et al., 2013; Teubler and Riemer, 2016) and in an idealized scenario (Riemer and Jones, 2014). The strong weakening

of troughs after their maximum amplitude is associated with a minimum in the divergent term (Figure 7c,d), indicating that the435

divergent flow has a particularly detrimental impact on trough amplitude during this part of a trough’s life cycle. Our results

thus provide evidence that, on average, upper-level divergent flow contributes systematically to the amplitude evolution of

troughs also.

The absolute value of the total nonconservative tendencies is similar to that of the individual advective tendencies, in both

summer and winter (Figure 7). These tendencies are clearly dominated by radiation (Figure 8 and Figure 9). Other nonconser-440

vative tendencies, including those due to latent heat release, are an order of magnitude smaller than the advective tendencies.

Radiative tendencies weaken ridges and strengthen troughs. The absolute value of this tendency correlates with trough and

ridge amplitude (indicated in Figure 7 but not shown explicitly). This correlation arises because the radiative tendencies are

dominated by the term θ̇∂PV/∂θ, i.e., cross-isentropic transport of PV by longwave radiative cooling (not shown). Because
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Figure 8. Diurnal cycle of PV′ tendencies in MJJAS for both ridges (a,c) and troughs (b,d). (c,d) zoom into the nonconservative PV tendencies

for better visualization of its diurnal cycle. Local time sorted relative to the center of mass of ridges and troughs and downscaled to a 3hourly

(ERA5) and 6 hourly (YOTC) resolution.

PV = PV +PV ′ and, by our definition, PV does not vary over the life time of an RWP, this correlation with amplitude PV ′445

can be expected.

Intriguingly, in the summer composites (Figure 7c,d), the observed amplitude evolution and, to lesser extent, the divergent

term exhibit a weak diurnal cycle. Figure 8 depicts the divergent tendency and the individual nonconservative tendencies during

summer as a function of local time. The divergent, radiative, and convective tendencies each exhibit a clear diurnal cycle with

maxima for troughs and minima for ridges around noon and in the early afternoon. We thus argue that the diurnal cycle in450

the observed amplitude tendencies is a combination of the direct radiative (solar) cycle and the diurnal cycle of convection,

in which convection impacts i) radiation by cloud formation and changes in upper-tropospheric humidity and ii) the divergent

flow by latent heat release. The impact of convection on longwave radiation is a well known feature in the tropics but has

recently been demonstrated to be important in the midlatitudes also (Gristey et al., 2018). The diurnal cycle imprints on the

mean-amplitude evolution because maximum amplitude, on which the composites are centered, is more likely to be reached455
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Figure 9. Same as Figure 7, but x-axis relative to the maximum of baroclinic growth. Contributions due to convection and cloud scheme

multiplied by factor 10 for better visualization.

when the diurnal cycle is in a favorite phase. A more detailed discussion of the processes that govern the observed diurnal cycle

is beyond the scope of the current study.

5.2 Downstream moist-baroclinic development

The composites discussed above (Figure 7) clearly demonstrate the validity of the paradigm of downstream baroclinic devel-

opment for the evolution of RWPs in winter. It is not clear from those composites, however, if this paradigm provides also a460

reasonable description for RWP evolution in summer. This subsection addresses this question by focusing more directly on how

baroclinic growth is embedded in the sequence of governing mechanisms, i.e., we here consider composites not with respect to
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maximum amplitude, as above, but with respect to the governing processes themselves. Specifically, we consider the baroclinic

life cycle of troughs and ridges by centering the composites on the time of maximum baroclinic growth (Figure 9). These

composites confirm that the mean temporal evolution in winter follows the paradigm of downstream baroclinic development465

(Figure 9a,b): 1-2 days before maximum baroclinic growth both, troughs and ridges, amplify by the quasi-barotropic tendency,

i.e., downstream propagation. This tendency turns distinctly negative during prominent baroclinic growth and remains negative

for at least 1 day after maximum baroclinic growth. The baroclinic life-cycle composites now reveal that the same sequence

of processes occur also in summer (Figure 9c,d). The paradigm of downstream baroclinic development thus provides a valid

description of the mean evolution of troughs and ridges in summer. The magnitude of baroclinic growth, however, is only half470

of that in winter, consistent with Figure 7.

Our proxy for latent heat release systematically varies during the baroclinic life cycle. Ridges exhibit maxima during promi-

nent baroclinic growth with values that are about 50% (winter, Figure 9a) and 100% (summer, Figure 9c) higher than when

the baroclinic tendency is negative. Ridges in winter exhibit a relatively sharp maximum in the proxy for latent heat release

that occurs 12-18 h before maximum baroclinic growth (Figure 9a). Troughs exhibit minima with values that are about 30%475

(winter, Figure 9b) and 60% (summer, Figure 9d) lower than when the baroclinic tendency is relatively small. These system-

atic relationships demonstrates the coupling of moist and baroclinic processes in midlatitude RWPs. Most striking, however, is

the strong correlation of the baroclinic and the divergent tendency for ridges: A clear maximum in the divergent term occurs

about 12 h before maximum baroclinic growth (Figure 9a,c). In contrast, there is no such systematic relation for troughs (Fig-

ure 9b,d)4. While the divergent term is related to trough amplitude (Figure 7), the detrimental impact of the divergent term does480

not vary systematically during the trough’s baroclinic life cycle. Ridge building by the divergent flow, in contrast, is evidently

strongly coupled to moist-baroclinic development and, consistent with Figure 7, makes a first order contribution to amplitude

evolution during the baroclinic life cycle of ridges, both in winter and in summer.

The relation between nonconservative terms and the baroclinic life cycle is less clear. In winter, maxima in ridge ampli-

fication by the convection and the cloud scheme occur 12-18 h after maximum baroclinic growth (Figure 9a). Interestingly,485

these maxima occur distinctly later than the maximum of our proxy for latent heat release. In summer, ridge building due to

the convection scheme exhibits a distinct maximum about 12 h before maximum baroclinic growth (Figure 9c). For troughs

(Figure 9b,d), it is not clear how variations of tendencies due to the convection and cloud scheme relate to the baroclinic life

cycle. As noted above, these nonconservative tendencies are an order of magnitude smaller than the advective tendencies and

thus make only a minor contribution overall. The radiative tendency, which does make a contribution to the amplitude evolution490

comparable to the advective tendencies, is largely constant during the baroclinic life cycle of both, ridges and troughs. Due

to this lack of coupling to the underlying dynamics, we interpret radiation with its strong impact on anomaly amplitude as a

climatological background process in contrast to, e.g., the divergent term, which exhibits a strong coupling to the dynamics of

downstream baroclinic development for ridges. The convective-radiative feedback noted above is evidently not strong enough

to eventually establish, on average, a discernable relation of radiation to the moist-baroclinic life cycle of RWPs.495

4Centering the composites on the time of maximum absolute value of the divergent term yields consistent results.
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5.3 Divergent ridge amplification and moist-baroclinic development

The baroclinic-life-cycle composites (Figure 9a,c) demonstrate that ridge building by divergent outflow is related to both,

increased baroclinic growth and an increased proxy for latent heat release. Spatial composites at the time of maximum divergent

amplification clearly show an increased proxy for latent heat release (Figure 6a). At the same time, however, the spatial

composites at the time of maximum baroclinic growth demonstrate that increased latent heat release occurs preferentially500

during strong baroclinic growth (Figure 5a). Based on the results so far, it is thus not clear to what extent ridge amplification due

to upper-tropospheric outflow can be attributed to the dry dynamics of a baroclinically-growing wave and to moist processes,

respectively. This subsection addresses this question in some more detail. For the sake of brevity, we will abbreviate the

divergent tendency, the baroclinic tendency, and the proxy for latent heat release in this subsection by DIV, BC, and LHRproxy,

respectively. A comprehensive quantification of different contributions is beyond the scope of this study. However, using505

LHRproxy and BC as simple proxies for the importance of moist and dry (balanced) dynamics, respectively, a new qualitative

hypothesis will be presented.

Figure 10a depicts the occurrence distribution and the average value of DIV in the two-dimensional space spanned by BC

(x-axis) and LHRproxy (y-axis). The occurrence distribution again reveals the general correlation between these two variables.

In addition, this figure reiterates that the average of DIV is a strong function of both variables: The largest DIV occurs for large510

BC with large LHRproxy, whereas the smallest values of DIV occur when BC is negative and LHRproxy is relatively small

or negative. In a first simple attempt to disentangle these inherent correlations, we consider the linear relationship between

DIV and BC for fixed values of LHRproxy, and DIV and LHRproxy for fixed values of BC. The linear correlation coefficients

and the slopes of the linear best fit are depicted in Figure 10b as a function of the respective fixed term. Both, the correlation

coefficients and the slopes, are mostly larger for BC than for LHRproxy. This simple statistical perspective thus indicates515

that divergent ridge amplification may depend on average more strongly on upper-tropospheric divergence associated with

dry dynamics, as signified by BC, than on that associated with latent heat release. We argue in the following, however, that

this simple perspective oversimplifies the role of dry dynamics because the location of latent heat release relative to the ridge

anomaly is not sufficiently accounted for.

Considering bin-averaged values of DIV and LHRproxy as a function of BC (Figure 10c) reveals two distinct regimes,520

separated by BC = 0: Both, ∂DIV/∂BC and ∂LHRproxy/∂BC, are on average much larger for BC > 0 than for BC < 0.

A further important characteristic of the two regimes is revealed when considering bin-averaged values of DIV and BC as

a function of LHRproxy (Figure 10d): For BC < 0, there is no discernable systematic relationship between LHRproxy and

DIV (on average, ∂DIV/∂LHRproxy ≈ 0) whereas for BC > 0 ∂DIV/∂LHRproxy is positive and large. This observation is

most notable because ∂BC/∂LHRproxy is approximately constant5. Our interpretation of these observations is that the stage525

of the baroclinic life cycle (indicated by the sign of BC) plays an important role not only in i) increasing latent heat release

(Figure 10c) but also in ii) increasing the efficiency by that latent heat release leads to ridge building by divergent outflow

5Note that the functional dependence of bin-averaged values of LHRproxy on BC is not the inverse of the functional dependence of bin-averaged values of

BC on LHRproxy (cf. Figure 10c and Figure 10d). The difference arises because the average value of LHRproxy of a specific BC bin is not equivalent to the

value of the LHRproxy bin for that the average value of BC is approximately equal to the value of that specific BC bin.
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Figure 10. Relation between divergent (DIV) and baroclinic (BC) PV tendencies (in PVU m2/s), and convergence of IVT (LHRproxy, in

kg day−1) within ridges. a) Binned scatter plot of BC (x-axis) and LHRproxy (y-axis) with average DIV shaded. Frequency distribution

shown by black contours (100,500,1000). b) Correlation (dots) and slope (stars) between (green) LHRproxy and DIV in each bin of BC
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regression. c) DIV (left y-axis) and LHRproxy (right y-axis) as function of BC. The vertical line depicts the bin for that BC turns positive. d)
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(Figure 10d). The first interpretation, the strong coupling between dry dynamics and moist processes during baroclinic growth,

has been noted in many previous studies (e.g., see references in introduction). The second interpretation is similar to the notion

of favorable phasing in the context of the extratropical transition of tropical cyclones. In that context, the impact of latent heat530

release does not only depend on the magnitude of latent heat release but at least equally importantly on the relative position of

latent heat release and the upper-tropospheric Rossby wave pattern (Keller et al., 2019; Riboldi et al., 2019). We here transfer

this notion of the importance of phasing to the more general development of ridges within RWPs. Baroclinic growth crucially

depends on the phase relation between the upper- and lower-level PV anomalies, specifically for ridge amplification: between

the warm sector of a cyclone, in which strong latent heat release within warm conveyor belts preferentially occurs, and the535

location of the ridge. Our hypothesis here is that BC contains this phase information and thus information on how favorable

latent heat release is positioned to yield ridge amplification by divergent outflow.

We further explore our phasing hypothesis by considering spatial composites (Figure 11). Here, again, we approximately fix

either BC or LHRproxy and then examine the spatial pattern that is associated with large variations of the other term. To fix

one term, we only consider values of this term that are close to the median, specifically values within the 40-60% percentiles.540

As above, we create spatial composites centered on the ridge anomaly, but now only for values of one term within this near-

median range and for values of the other term that exceed the 80% percentile and fall below the 20% percentile, respectively.

The spatial composite of near-median values of BC and large values of LHRproxy are depicted in Figure 11a, which can be

compared to the respective composite of small values of LHRproxy (Figure 11c). Both scenarios are characterized by a similar

pattern of upper-level PV anomalies, in which the upstream and downstream troughs are of similar amplitude and BC is small.545

In addition, the pattern of DIV is similar also. It is clear that the differences between these two scenarios are predominantly

found in the magnitude of LHRproxy near the center of the ridge anomaly (near (0◦,0◦)) and in the magnitude of DIV in the

same region (Figure 11e). Figure 11e thus strongly indicates that differences in divergent ridge building in these scenarios can

be attributed to differences in the amount of latent hear release.

The situation is more complex for the composites with near-median LHRproxy and with large and small values of BC,550

respectively. Consistent with Figure 5, large BC occurs towards the trailing edge of the RWP (Figure 11b) whereas small

BC occurs towards the leading edge (Figure 11d). These scenarios thus imply substantial differences of the upper-level PV

anomalies, including differences in the shape of the ridge anomaly (Figure 11f): Ridges with large BC extend on average farther

poleward on the upstream side than ridges with small BC. By construction there is a large difference in BC, which extends

over the whole ridge area (Figure 11f). Importantly, the composites also exhibit differences in the pattern of LHRproxy. The555

maximum of LHRproxy is located on average near the center of ridges with large BC (Figure 11b) but shifted polewards and

downstream in ridges with small BC (Figure 11d). Besides this shift, maximum values of LHRproxy are larger with large BC

than with small BC. By definition of LHRproxy as a spatially integrated metric, these positive values are partly compensated

by negative values on the upstream and equatorward side of the ridge, which are more strongly negative with large BC than

with small BC (Figure 11f). Arguably, these negative values are associated with subsidence in the cold sector of a cyclone560

and positive values near the ridge center are associated with ascent in the warm sector (subsection 4.1). Due to this link to the

underlying dynamics, it seems plausible that the strength of the dipole - and thus the amplitude of the maximum near the ridge
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Figure 11. Spatial ridge-composites of convergence of IVT (LHRproxy, shading), and divergent (DIV) and baroclinic (BC) PV tendencies.

Composites with average BC contribution (a,c,e) subdivided into a) strong LHRproxy (> 80% percentile), c) weak LHRproxy (<20% per-

centile) and e) difference plot. Composites with average LHRproxy (b,d,f) subdivided into b) strong BC (> 80% percentile), d) weak BC

(<20% percentile) and f) difference plot. The different contours show in black PV anomalies (±(0.5, 1) PVU) , in red PV tendencies due

to divergent flow (±(0.4, 0.6, 0.8, 1) PVU/day) and in yellow PV tendencies due to baroclinic interaction (±(0.2, 0.3, 0.4, 0.5) PVU/day).

Negative tendencies dashed.
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center for fixed values of LHRproxy - may depend on the the stage of the baroclinic life cycle. Notably, increased DIV for

large BC coincides with the increased LHRproxy near the center of the ridge (Figure 11f)6.

Figure 11b,d,f clearly demonstrate that the stage of the baroclinic life cycle, i.e., differences in the magnitude of baroclinic565

growth, profoundly modifies on average the pattern of latent heat release and its relative location to the upper-level PV anoma-

lies, i.e., phasing. We hypothesize that phasing is on average not favorable for BC < 0 and that favorable phasing is established

once baroclinic growth commences (BC > 0, Figure 10d). Phasing may become increasingly more favorable with increasing

baroclinic growth. Due to the striking coincidence of increased LHRproxy and DIV in Figure 11f, we further hypothesize

that most of the strong dependence of DIV on BC for the same average values of LHRproxy (Figure 10b) is associated with570

phasing. It is important to note, however, that the differences in DIV in Figure 11f are located also within the broad difference

found in BC. The differences in DIV are further associated with differences in the amplitude and orientation of the upstream

trough. We can thus not rule out that differences in the divergent flow that is part of secondary circulations associated with dry

dynamics make further contributions to differences in divergent ridge amplification.

6 Conclusions575

We have investigated the dynamics of troughs and ridges within RWPs in the northern hemisphere during the ERA5 period

(1979-2017) in a quantitative, piecewise PV tendency framework. A comprehensive average picture of the dynamics is pre-

sented, extending and complementing previous analyses covering substantially shorter time periods. Compared to previous

diagnostic frameworks, the PV perspective arguably provides a sharper view on the impact of nonconservative processes on

the dynamics, most notably the impact of moist processes. The role of the divergent flow, by which moist processes most580

prominently impact the evolution of RWPs, is explicitly accounted for in this framework. A caveat of our PV framework is

that deformation, which plays a key role during wave breaking, is not accounted for. This caveat needs to be kept in mind in

particular when interpreting the results during the late stage of ridge and trough life cycles.

Our results provide a quantitative confirmation of a pre-existing conceptual model of RWP dynamics (Fig. 9 of Wirth et al.,

2018). On average, the quasi-barotropic near-tropopause dynamics are consistent with linear Rossby wave theory, leading to585

amplification of anomalies towards the leading edge and weakening of anomalies towards the trailing edge of RWPs. Baroclinic

and divergent amplification occur preferentially near the center and towards the trailing edge. Refining the conceptual model,

our results show that i) the maximum divergent amplification of ridges occurs somewhat earlier during the life cycle than the

maximum baroclinic growth and ii) baroclinic interaction on average weakens anomalies towards the leading edge.

Baroclinic growth in summer is much weaker than in winter (about 50%). In contrast to winter, little relation between baro-590

clinic growth and the overall amplitude evolution is found in summer when composites are centered on the time of maximum

trough or ridge amplitude. For RWPs in summer, this observation may question the validity of the paradigm of downstream

6We have verified that all features discussed in this paragraph are indeed related to LHRproxy within the ridge area and not to LHRproxy within the

neighbouring troughs. In addition, using a more sophisticated method to create the composites that enforces that the mean LHRproxy is the same in both

composites (within 0.1%) yields virtually the same result. Between the presented composites, the mean LHRproxy differs by 4%
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baroclinic development (Orlanski and Sheldon, 1995; Chang, 2000), which is well established and here confirmed for RWPs in

winter. Focusing specifically on the sequence of governing processes by creating composites centered on the time of maximum

baroclinic growth, however, clearly reveals that the paradigm does provide a valid description for northern hemispheric RWPs595

in summer, too.

The paradigm of downstream baroclinic development does not explicitly consider nonconservative processes, in particular

latent heat release. Nonconservative tendencies from the YOTC data (available from May 2008 - April 2010) have been in-

vestigated to assess the impact of direct diabatic PV modification. Tendencies from parameterization schemes of longwave

radiation, convection, clouds, and turbulence and orographic drag have been considered. The impact of the nonconservative600

tendencies is clearly dominated by longwave radiative cooling, which is comparable in magnitude to the advective tendencies.

This impact is largely due to cross-isentropic transport of PV. The radiative tendency strengthens troughs and weakens ridges.

We did not find any indication, however, that the leading-order impact of radiation is coupled to downstream baroclinic de-

velopment, i.e., the dynamical processes governing RWP evolution. Due to this lack of coupling, we interpret radiation with

its strong impact on anomaly amplitude as a climatological background process. Tendencies due to latent heat release (the605

cloud and the convection scheme) exhibit a stronger link to the dynamical processes but are an order of magnitude smaller than

the advective tendencies. Direct diabatic modification of upper-tropospheric PV by these processes thus has little impact on

the overall evolution. Finally, tendencies due to turbulence and orographic drag have on average the smallest nonconservative

impact and do not exhibit any notable signal in our analysis. Interestingly, the observed amplitude tendency of troughs and

ridges during summer exhibits a small (about 10% relative amplitude) diurnal cycle. Our analysis indicates that this diurnal610

cycle arises due to a combination of the diurnal radiative (solar) cycle, and the diurnal convective cycle and its impact on

upper-tropospheric divergence and radiative cooling.

While direct diabatic PV modification by latent heat release is small, moist processes have potentially a leading-order impact

on RWPs by their indirect impact of invigorating upper-troposhperic divergence. Amplitude changes due to PV advection by

the divergent flow are large and clearly related to the overall amplitude evolution. The divergent tendency consistently weakens615

troughs and amplifies ridges. The impact of the divergent flow is dominated by changes in the area of the anomalies, implying

a shrinking of troughs and an extension of ridges. Differences in the spatial scale of troughs and ridges are a well known

feature and can be explained to lowest order by (dry) semi-geostrophic theory (Hoskins, 1975; Wolf and Wirth, 2015), which

accounts for the divergent flow to the extent that it is part of the ageostrophic wind. While dry theory explains the ridge-trough

asymmetry to lowest order, we here propose that moist processes, by invigorating upper-level divergence, contribute further to620

the observed asymmetry.

For ridges, the divergent tendency is strongly coupled to the baroclinic life cycle. In addition, the strongest ridge amplification

is associated with an increased proxy of latent heat release within the ridge area. Our results thus provide further evidence

that divergent ridge amplification is closely coupled to moist-baroclinic development, confirming many previous studies that

emphasize the role of latent heat release in warm conveyor belts for ridge building (e.g., Grams et al., 2011; Pfahl et al., 2015;625

Steinfeld and Pfahl, 2019). Consequently, the evolution of ridges is, on average, best described as downstream moist-baroclinic

development.
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While there is evidence that the impact of latent heat release is most prominently communicated to RWPs by upper-

tropospheric divergent outflow, it is in general difficult to accurately disentangle the relative contributions of dry and moist

dynamics to upper-tropospheric divergence (e.g., Riemer et al., 2014; Quinting and Jones, 2016; Sanchez et al., 2020), and630

thus its impact on RWPs. This study did not attempt such a quantitative decomposition, but a new qualitative hypothesis is

provided for the interplay between dry and moist dynamics in RWPs. Our results demonstrate that divergent ridge amplifica-

tion does not only depend on the magnitude of latent heat release but also on the location of latent heat release relative to the

upper-level PV anomalies, i.e., phasing. We hypothesize that phasing becomes favorable when baroclinic growth commences

and may become increasingly more favorable later during the baroclinic life cycle when baroclinic growth increases. Keeping635

the magnitude of our proxy of latent heat release fixed, we find a strong dependence of divergent ridge amplification on the

strength of baroclinic growth. We further hypothesize that this dependence is largely due to differences in phasing, rather than

due to secondary circulations associated with dry dynamics.

The current study has analyzed the mean dynamics of RWPs in the northern hemisphere. One avenue of future work is to

perform a similar analysis for the southern hemisphere, where RWPs are less well organized in distinct storm tracks than in640

the northern hemisphere. A further fruitful avenue is to analyze in more depth the variability of RWP dynamics, e.g., RWPs

in the North Pacific and North Atlantic storm tracks, or RWPs in the context of other large-scale atmospheric features, such

as ENSO, MJO, or the stratosphere. In addition, a future study will consider the dynamical differences between RWPs with

high and low predictability, respectively, to gain insight into the important question under which conditions RWPs provide

a large-scale source of enhanced predictability and under which conditions propagation and growth of forecast uncertainty645

within RWPs lead to particularly low large-scale predictability. The mean perspective on RWP dynamics presented herein may

provide a benchmark to identify anomalous dynamical behaviour in such more specific scenarios.
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Grams, C. M., Wernli, H., Böttcher, M., Čampa, J., Corsmeier, U., Jones, S. C., Keller, J. H., Lenz, C.-J., and Wiegand, L.: The Key Role

of Diabatic Processes in Modifying the Upper-Tropospheric Wave Guide: A North Atlantic Case-Study, Quarterly Journal of the Royal720

Meteorological Society, 137, 2174–2193, https://doi.org/10.1002/qj.891, 2011.

Grams, C. M., Magnusson, L., and Madonna, E.: An Atmospheric Dynamics Perspective on the Amplification and Propagation of Forecast

Error in Numerical Weather Prediction Models: A Case Study, Quarterly Journal of the Royal Meteorological Society, 144, 2577–2591,

https://doi.org/10.1002/qj.3353, 2018.

Gray, S. L., Dunning, C. M., Methven, J., Masato, G., and Chagnon, J. M.: Systematic Model Forecast Error in Rossby Wave Structure,725

Geophys. Res. Lett., 41, 2979–2987, 2014.

Grazzini, F.: Predictability of a Large-Scale Flow Conducive to Extreme Precipitation over the Western Alps, Meteorology and Atmospheric

Physics, 95, 123–138, https://doi.org/10.1007/s00703-006-0205-8, 2007.

Grazzini, F. and Vitart, F.: Atmospheric Predictability and Rossby Wave Packets, Quarterly Journal of the Royal Meteorological Society,

141, 2793–2802, https://doi.org/10.1002/qj.2564, 2015.730

31

https://doi.org/10.5194/wcd-2020-52
Preprint. Discussion started: 13 October 2020
c© Author(s) 2020. CC BY 4.0 License.



Grazzini, F., Fragkoulidis, G., Teubler, F., Wirth, V., and Craig, G. C.: Extreme Precipitation Events over Northern-Central Italy. Part (II):

Dynamical Precursors and Decadal Variability, Quarterly Journal of the Royal Meteorological Society, submitted, 2020.

Gristey, J. J., Chiu, J. C., Gurney, R. J., Morcrette, C. J., Hill, P. G., Russell, J. E., and Brindley, H. E.: Insights into the Diurnal Cycle of

Global Earth Outgoing Radiation Using a Numerical Weather Prediction Model, Atmospheric Chemistry and Physics, 18, 5129–5145,

https://doi.org/10.5194/acp-18-5129-2018, 2018.735

Gutowski, W. J., Branscome, L. E., and Stewart, D. A.: Life-Cycles of Moist Baroclinic Eddies, J. Atmos. Sci., 49, 306–319,

https://doi.org/10.1175/1520-0469(1992)049<0306:LCOMBE>2.0.CO;2, 1992.

Heifetz, E., Bishop, C. H., Hoskins, B. J., and Methven, J.: The Counter-Propagating Rossby-Wave Perspective on Baroclinic Instability. I:

Mathematical Basis, Quarterly Journal of the Royal Meteorological Society, 130, 211–231, https://doi.org/10.1256/qj.02.184, 2004a.

Heifetz, E., Methven, J., Hoskins, B. J., and Bishop, C. H.: The Counter-Propagating Rossby-Wave Perspective on Baroclinic Instability. II:740

Application to the Charney Model, Quart. J. Roy. Meteor. Soc., 130, 233–258, https://doi.org/10.1256/qj.02.185, 2004b.

Hersbach, H., Bell, W., Berrisford, P., Horányi, A., J., M.-S., Nicolas, J., Radu, R., Schepers, D., Simmons, A., Soci, C., and Dee, D.:

Global reanalysis: goodbye ERA-Interim, hello ERA5, pp. 17–24, https://doi.org/10.21957/vf291hehd7, https://www.ecmwf.int/node/

19027, 2019.

Hohenegger, C. and Schär, C.: Predictability and Error Growth Dynamics in Cloud-Resolving Models, Journal of the Atmospheric Sciences,745

64, 4467–4478, 2007.

Holton, J. R.: An Introduction to Dynamic Meteorology, no. v. 88 in International Geophysics Series, Elsevier Academic Press, Burlington,

MA, 4th ed edn., 2004.

Hoskins, B. J.: Geostrophic Momentum Approximation and the Semi-Geostrophic Equations., Journal of the Atmospheric Sciences, 32,

233–242, https://doi.org/10.1175/1520-0469(1975)032<0233:TGMAAT>2.0.CO;2, 1975.750

Hoskins, B. J., McIntyre, M. E., and Robertson, A. W.: On the Use and Significance of Isentropic Potential Vorticity Maps, Quarterly Journal

of the Royal Meteorological Society, 111, 877–946, https://doi.org/10.1002/qj.49711147002, 1985.

Hovmöller, E.: The Trough-and-Ridge Diagram, Tellus, 1, 62–66, 1949.

Keller, J. H., Grams, C. M., Riemer, M., Archambault, H. M., Bosart, L., Doyle, J. D., Evans, J. L., Galarneau, T. J., Griffin, K., Harr, P. A.,

Kitabatake, N., McTaggart-Cowan, R., Pantillon, F., Quinting, J. F., Reynolds, C. A., Ritchie, E. A., Torn, R. D., and Zhang, F.: The755

Extratropical Transition of Tropical Cyclones. Part II: Interaction with the Midlatitude Flow, Downstream Impacts, and Implications for

Predictability, Monthly Weather Review, 147, 1077–1106, https://doi.org/10.1175/MWR-D-17-0329.1, 2019.

Lynch, P.: Partitioning the Wind in a Limited Domain, Monthly Weather Review, 117, 1492–1500, https://doi.org/10.1175/1520-

0493(1989)117<1492:PTWIAL>2.0.CO;2, 1989.

Martínez-Alvarado, O., Madonna, E., Gray, S. L., and Joos, H.: A Route to Systematic Error in Forecasts of Rossby Waves, Quarterly Journal760

of the Royal Meteorological Society, 142, 196–210, https://doi.org/10.1002/qj.2645, 2016.

Martius, O., Schwierz, C., and Davies, H. C.: Far-Upstream Precursors of Heavy Precipitation Events on the Alpine South-Side, Quarterly

Journal of the Royal Meteorological Society, 134, 417–428, https://doi.org/10.1002/qj.229, 2008.

Moncrieff, M. W., Waliser, D. E., and Caughey, J.: Progress and Direction in Tropical Convection Research: YOTC International Science

Symposium, Bull. Amer. Meteor. Soc., 93, ES65–ES69, https://doi.org/10.1175/BAMS-D-11-00253.1, 2012.765

Nielsen-Gammon, J. W. and Lefevre, R. J.: Piecewise Tendency Diagnosis of Dynamical Processes Governing the Development of an Upper-

Tropospheric Mobile Trough, J. Atmos. Sci., 53, 3120–3142, https://doi.org/10.1175/1520-0469(1996)053<3120:ptdodp>2.0.co;2, 1996.

32

https://doi.org/10.5194/wcd-2020-52
Preprint. Discussion started: 13 October 2020
c© Author(s) 2020. CC BY 4.0 License.



Orlanski, I. and Sheldon, J. P.: Stages In the Energetics of Baroclinic Systems, Tellus, 47, 605–628, https://doi.org/10.1034/j.1600-

0870.1995.00108.x, 1995.

Pantillon, F., Chaboureau, J. P., Lac, C., and Mascart, P.: On the Role of a Rossby Wave Train during the Extratropical Transition of Hurricane770

Helene (2006), Quart. J. Roy. Meteor. Soc., 139, 370–386, https://doi.org/10.1002/qj.1974, 2013.

Pfahl, S., Schwierz, C., Croci-Maspoli, M., Grams, C. M., and Wernli, H.: Importance of Latent Heat Release in Ascending Air Streams for

Atmospheric Blocking, Nature Geoscience, 8, 610–614, https://doi.org/10.1038/ngeo2487, 2015.

Phillips, N. A.: A Simple Three-Dimensional Model for the Study of Large-Scale Extratropical Flow Patterns, Journal of Meteorology, 8,

381–394, 1951.775

Piaget, N., Froidevaux, P., Giannakaki, P., Gierth, F., Martius, O., Riemer, M., Wolf, G., and Grams, C. M.: Dynamics of a Local Alpine

Flooding Event in October 2011: Moisture Source and Large-Scale Circulation, Quarterly Journal of the Royal Meteorological Society,

141, 1922–1937, https://doi.org/10.1002/qj.2496, 2015.

Quinting, J. F. and Jones, S. C.: On the Impact of Tropical Cyclones on Rossby Wave Packets: A Climatological Perspective, Mon. Wea.

Rev., 144, 2021–2048, https://doi.org/10.1175/MWR-D-14-00298.1, 2016.780

Riboldi, J., Grams, C. M., Riemer, M., and Archambault, H. M.: A Phase Locking Perspective on Rossby Wave Amplification and At-

mospheric Blocking Downstream of Recurving Western North Pacific Tropical Cyclones, Monthly Weather Review, 147, 567–589,

https://doi.org/10.1175/MWR-D-18-0271.1, 2019.

Riemer, M. and Jones, S. C.: The Downstream Impact of Tropical Cyclones on a Developing Baroclinic Wave in Idealized Scenarios of

Extratropical Transition, Quarterly Journal of the Royal Meteorological Society, 136, n/a–n/a, https://doi.org/10.1002/qj.605, 2010.785

Riemer, M. and Jones, S. C.: Interaction of a Tropical Cyclone with a High-Amplitude, Midlatitude Wave Pattern: Waviness

Analysis, Trough Deformation and Track Bifurcation, Quarterly Journal of the Royal Meteorological Society, 140, 1362–1376,

https://doi.org/10.1002/qj.2221, 2014.

Riemer, M., Jones, S. C., and Davis, C. A.: The Impact of Extratropical Transition on the Downstream Flow: An Idealized Modelling Study

with a Straight Jet, Quarterly Journal of the Royal Meteorological Society: A journal of the atmospheric sciences, applied meteorology790

and physical oceanography, 134, 69–91, 2008.

Riemer, M., Baumgart, M., and Eiermann, S.: Cyclogenesis Downstream of Extratropical Transition Analyzed by Q-Vector Partitioning

Based on Flow Geometry, Journal of the Atmospheric Sciences, 71, 4204–4220, https://doi.org/10.1175/JAS-D-14-0023.1, 2014.

Rodwell, M. J., Magnusson, L., Bauer, P., Bechtold, P., Bonavita, M., Cardinali, C., Diamantakis, M., Earnshaw, P., Garcia-Mendez, A., Isak-

sen, L., Källén, E., Klocke, D., Lopez, P., McNally, T., Persson, A., Prates, F., and Wedi, N.: Characteristics of Occasional Poor Medium-795

Range Weather Forecasts for Europe, Bulletin of the American Meteorological Society, 94, 1393–1405, https://doi.org/10.1175/BAMS-

D-12-00099.1, 2013.

Rodwell, M. J., Richardson, D. S., Parsons, D. B., Wernli, H., and PaRsons, B.: Flow-Dependent Reliability: A Path to More Skillful

Ensemble Forecasts, Bulletin of the American Meteorological Society, https://doi.org/10.1175/bams-d-17-0027.1, 2018.

Rossa, A. M., Wernli, H., and Davies, H. C.: Growth and Decay of an Extra-Tropical Cyclone’s PV-Tower, Meteor. Atmos. Phys., 73,800

139–156, 2000.

Röthlisberger, M., Martius, O., and Wernli, H.: Northern Hemisphere Rossby Wave Initiation Events on the Extratropical Jet—A Climato-

logical Analysis, J. Climate, 31, 743–760, https://doi.org/10.1175/JCLI-D-17-0346.1, 2018.

Röthlisberger, M., Frossard, L., Bosart, L., Keyser, D., and Martius, O.: Recurrent Synoptic-Scale Rossby Wave Patterns and Their Effect on

the Persistence of Cold and Hot Spells, Journal of Climate, 32, 3207–3226, 2019.805

33

https://doi.org/10.5194/wcd-2020-52
Preprint. Discussion started: 13 October 2020
c© Author(s) 2020. CC BY 4.0 License.



Sanchez, C., Methven, J., Gray, S. L., and Cullen, M.: Linking Rapid Forecast Error Growth to Diabatic Processes, Quarterly Journal of the

Royal Meteorological Society, XX, 1–11, 2020.

Schneidereit, A., Peters, D. H. W., Grams, C. M., Quinting, J. F., Keller, J. H., Wolf, G., Teubler, F., Riemer, M., and Martius, O.: Enhanced

Tropospheric Wave Forcing of Two Anticyclones in the Prephase of the January 2009 Major Stratospheric Sudden Warming Event,

Monthly Weather Review, 145, 1797–1815, https://doi.org/10.1175/MWR-D-16-0242.1, 2017.810

Selz, T. and Craig, G. C.: Upscale Error Growth in a High-Resolution Simulation of a Summertime Weather Event over Europe, Monthly

Weather Review, 143, 813–827, 2015.

Shapiro, M. A. and Thorpe, A. J.: Thorpex International Science Plan, 2004.

Steinfeld, D. and Pfahl, S.: The Role of Latent Heating in Atmospheric Blocking Dynamics: A Global Climatology, Climate Dynamics,

https://doi.org/10.1007/s00382-019-04919-6, 2019.815

Teubler, F. and Riemer, M.: Dynamics of Rossby Wave Packets in a Quantitative Potential Vorticity–Potential Temperature Framework,

Journal of the Atmospheric Sciences, 73, 1063–1081, https://doi.org/10.1175/JAS-D-15-0162.1, 2016.

Thorncroft, C. and Jones, S. C.: The Extratropical Transitions of Hurricanes Felix and Iris in 1995, Monthly Weather Review, 128, 947–972,

https://doi.org/10.1175/1520-0493(2000)128<0947:TETOHF>2.0.CO;2, 2000.

Wirth, V. and Eichhorn, J.: Long-Lived Rossby Wave Trains as Precursors to Strong Winter Cyclones over Europe, Quat. J. Roy. Meteor.820

Soc., 2014.

Wirth, V., Riemer, M., Chang, E. K. M., and Martius, O.: Rossby Wave Packets on the Midlatitude Waveguide—A Review, Monthly Weather

Review, 146, 1965–2001, https://doi.org/10.1175/MWR-D-16-0483.1, 2018.

Wolf, G. and Wirth, V.: Implications of the Semigeostrophic Nature of Rossby Waves for Rossby Wave Packet Detection, Monthly Weather

Review, 143, 26–38, https://doi.org/10.1175/MWR-D-14-00120.1, 2015.825

Wolf, G. and Wirth, V.: Diagnosing the Horizontal Propagation of Rossby Wave Packets along the Midlatitude Waveguide, Mon. Wea. Rev.,

145, 3247–3264, https://doi.org/10.1175/MWR-D-16-0355.1, 2017.

Zhang, F., Bei, N., Rotunno, R., Snyder, C., and Epifanio, C. C.: Mesoscale Predictability of Moist Baroclinic Waves: Convection-Permitting

Experiments and Multistage Error Growth Dynamics, J. Atmos. Sci., 64, 3579–3594, https://doi.org/10.1175/JAS4028.1, 2007.

Zimin, A. V., Szunyogh, I., Hunt, B. R., and Ott, E.: Extracting Envelopes of Nonzonally Propagating Rossby Wave Packets, Mon. Wea.830

Rev., 134, 1329–1333, https://doi.org/10.1175/MWR3122.1, 2006.

34

https://doi.org/10.5194/wcd-2020-52
Preprint. Discussion started: 13 October 2020
c© Author(s) 2020. CC BY 4.0 License.


