
Response to reviewers 
We would like the thank both reviewers for their positive comments on the paper, and their helpful 

recommendations for its improvement. 

An important change following comments from both reviewers has been to switch to using ERA5 

instead of ERA-Interim. This has increased our observational sample from 40 years to 72. In addition 

to re-generating all results that include observations, our hindcast resamples have also been 

regenerated, as each resample now includes 72 winters instead of 40. While this is a big increase in 

the observational sample, it is still small compared to the 966 winters from the model. As a result, 

although many results have changed quantitatively, it has not changed our conclusions.  

Both reviewers also found Figure 1 to be unclear. We have revised this (described in more detail 

below) so that its main points are more immediately clear to the reader. 

Following a suggestion of Reviewer #2, we have performed a more detailed analysis of the response 

to wave-1/wave-2 dominated events, separating the early and later responses. This has yielded an 

important additional result, with a new figure, text, and mention in the abstract. 

Finally, we have thoroughly revised the discussion and summary section, in response to suggestions 

from both reviewers to compare our results to more of the papers cited in the introduction. 

We address specific comments from both reviewers in detail below. 

Reviewer 1 

In the introduction, you only mention the UNSEEN paper when you discuss previous studies. I think 

you should also mention some of the many other, including earlier, papers which have used a similar 

method (e.g., van den Brink et al., 2004, 2005; Breivik et al., 2013; Weaver et al., 2014; Chen & 

Kumar, 2017; Kent et al., 2017; Kelder et al., 2020; Wang et al., 2020; Spaeth & Birner, 2021; Brunner 

& Slater, 2022; Monnin et al., 2022). 

Thanks for these suggestions. We have now extended this paragraph with more references, 

particularly highlighting cases where this approach has been applied to SSWs. 

I’m puzzled that you used ERA-Interim and not ERA5. I guess this is the reason that you stopped in 

2018/19, whereas with ERA5 you could have used the last few winters as well. This should be 

justified. It’s hard to see why you made this choice. 

We are now using ERA5. This has resulted in quantitative changes to many plots and values quoted 

in the text. Our conclusions remain unchanged, and indeed we feel are better supported by the 

comparison against the longer data set. 

I think you should comment on the periods, which don’t overlap exactly (1979/80 to 2018/19 for 

ERA-Interim and 1993/94 to 2015/16 for the hindcasts). There was along lull in SSWs in the 1990s, 

and for the first part of this period you don’t have hindcast data. How many SSWs are there in ERA-

Interim per year between 1979/80 and 1992/93, and from 2016/17 to 2018/19, compared to the 

frequency during the period for which the data overlap, and how might this influence your results? 



The following plot shows the frequency of winters with at least one SSW, in consecutive 23-year 

periods in ERA5 (black dots, each marked at the beginning of the 23-year period). The decadal-scale 

variability you describe is clear.  

We also show the distribution of frequencies in possible 23-winter periods in the model, based on 

1000 samples, where we randomly pick one of the 42 members (with replacement) for each of the 

23 years. This is shown as the red histogram (based at the start of the hindcast period, with the 

horizontal axis scaled arbitrarily).  

The overall frequencies (as in Fig 1a) are shown as horizontal dotted lines.  

 

The ERA5 line is lower than the model line, and the individual 23-year fractions tend to be lower. 

However, they are all within the range seen in the model histogram – i.e. the model can reproduce 

the frequencies seen in the obs, despite being initialised in a different period. We have added a 

footnote in the text before Figure 1, to highlight that we have tested this. 

The question of whether the model distribution is significantly biased compared to the observations 

is answered using our obs-length resamples of the model data (the blue histogram in Fig 1a): the 

value from the obs is within the range of possible frequencies the model could generate from 

samples of the same length as the obs (or equivalently, the model is within the obs sampling 

uncertainty), even given its particular initialisation period.  

What about detrending? You don’t consider temperature, and I guess the PMSL and GPH trends 

might be negligible, but does it merit at least one sentence (i.e., why you don’t detrend the data)? 

Indeed, any trends in the relevant quantities are negligible. The plots below show DJF-means from 

ERA5 for zonal mean zonal wind averaged around 60°N at three different pressure levels; the 

geopotential at 60°N and 50 hPa; and the PMSL averaged over the polar cap, as examples.  



 

 

 

The same is true in the model hindcasts (ensemble means are shown below), although the relatively 

short 23-year period would make it harder to separate trends from variability. 



 

We have added a brief sentence to the methods section to indicate that trend removal wasn’t 

necessary. 

I also have an issue with your definition of the NAO, although I know that some of you have used a 

similar index several times before. It seems strange not to standardize the northern and southern 

regions separately before you take the south-north difference. The variance in the northern region is 

higher than in the southern region and probably dominates your NAO index. 

Using that NAO index definition would make some small quantitative differences, but would not 

change the qualitative results. For example, the plot below (based on the Figure 1c) shows the 

distribution of 30-day-mean post-SSW NAO responses, with our NAO index on the left, and the 

difference-of-standardized-anomalies NAO index on the right: 

 



The distributions and means are very similar regardless of the definition chosen. Using the difference 

of the pressure anomalies without standardizing is relevant, as it is this difference that physically 

drives chances in the winds, and hence the weather impacts. 

Figure 1: I struggled a bit to understand what was shown here. I think you should explain the fraction 

in panel a. The way I understand it this is the number of winters with at least one SSW out of the 40 

resampled ones, and then the count on the y-axis is the number of resampled time series in each bin 

(of 0.05 width). Please explain more thoroughly, so that the reader doesn’t have to guess what the 

figure shows. Once you understand panel a, panel b is easier. Panel c and d though, are tougher. 

What I think it means is as follows. Panel c shows the 30d NAO anomaly across all the 545 SSWs in 

the hindcast winters, independent of resampling. In Panel d, you’ve first computed the mean SSW 

anomaly across all the 40 winters in each of the 1000 resamples, and then you show the distribution 

of these 1000 mean values. Please explain more thoroughly. (You should also consider using a 

dashed line for either the black or the red vertical line to avoid black and white and color-blindness 

issues.) 

We have revised Fig 1, so that hopefully the key information is now clearer. 

We have added panel titles and revised the axis labels, as well as annotated the main data points 

(the solid vertical red and black lines) to show how the numbers are related to each other, and link 

better to the discussion in the text. The blue histograms are now fainter: they add important 

uncertainty information to help interpret differences between the red and black lines, but are 

subsidiary to the main data points. The caption has also been revised. 

We have tested the figure using the coblis colour-blindness simulator recommended by WCD and 

the figure remains readable under all conditions. 

Harking back to the lack of references to similar papers in the introduction, after you do cite some of 

them, perhaps you should also discuss how your results agree or disagree with their results? 

We have thoroughly revised the discussion and summary section, which now includes more 

complete coverage of the relevant references. 

Other minor issues: 

1. L74: Define “SPV”. 

Definition added on 2nd line of the Introduction. 

2. L75: Define “PMSL”. 

Replaced with “mean sea level pressure” here, with the definition of PMSL remaining in section 2.2. 

3. L114: What does “standard deviation” mean here? Window? 

This refers to the standard deviation parameter of the Gaussian smoothing window. The text has 

been changed to clarify this. 



4. Are you comfortable with using “tercile” do describe the data which is separated by the terciles? 

Strictly speaking, the “tercile” is the 1/3 quantile itself. I’d use “lower third” instead of “lower 

tercile”, but this is probably a matter of taste. 

Agreed, “terciles” has been changed to “thirds” where appropriate. 

5. L324: Replace “climate” with “conditions”? 

“features of the climate” has been replaced with “conditions”. 

6. L340: Would it be better to use “determinant” instead of “determiner”? 

Done. 

7. L414: Something went wrong with the dash in Andrew Charlton-Perez’s name here. 

This has been corrected (it might not show up in the tracked changes). 

  



Reviewer 2 

Title; The paper focusses on how the precursory state affects the subsequent tropospheric response 

to an SSW so as to aid in predictability of the response. I think this should be made more explicit in 

the title (refer to the 'predictability' or 'precursory' focus). The reason is that precursory features can 

only go so far in explaining the tropospheric response (and only in a probabalistic sense), and I think 

your correlations highlight this as the maximum correlation is ~0.3. What matters more 

mechanistically are the lower-stratospheric features after the onset date. Your current title 

generalises across both of these facets of the problem whereas I think a distinction should be made. 

We have revised the title to highlight explicitly that we’re considering the impact of precursors of 

SSWs on the subsequent NAO. 

Lines 79-84; A couple of more recent studies that looked at the difference between displacement 

and splits are Hall et al. (2021; JGR) and White et al. (2021; JGR). Both found that the only salient 

differences in the surface response between the two occur at lags close to the onset date whereas 

differences in the surface response at later lags are statistically insignificant. Hall et al used 

reanalysis whereas White et al used an idealised GCM to artificially force displacement/splits.  

Although we have not added these references at this point in the text, we have followed the later 

suggestion to investigate this issue ourselves, and these papers are cited later. 

Lines 101-102; Why are you only focussing on those three initialisation dates? Why not also use 

initialisations from later November? Given your focus on DJFM, is that to allow a 'spin-up' of sorts? 

Yes, we want to allow enough time for the model to spin up a diverse set of responses from the 

initialised conditions. However, we also want to ensure we include information about the climate 

prior to each winter, rather than just use a free-running model. Using the 25 Oct/1 Nov/9 Nov 

initialisations provides a balance between these requirements. A sentence of this has been added to 

the text. 

Line 104; can you justify why you use ERA Interim rather than ERA-5?  

We are now using ERA5. This has resulted in quantitative changes to many plots and values quoted 

in the text. Our conclusions remain unchanged, and indeed we feel are better supported by the 

comparison against the longer data set. 

Line 109; Is it resampling with replacement? 

Yes. This has now been noted in the text. 

Lines 113-114; Can you clarify how you calculated the climatology for both the model hindcasts and 

the reanalysis? Presumably this describes the anomalies in the reanalysis, but did you use the same 

reanalysis climatology to calculate anomalies in the hindcasts?  

The model hindcast and reanalysis will have different climatologies (different daily climatological 

means and standard deviations), but they are calculated in the same way for both data sets. For the 

reanalysis we had 40 winters from which to calculate them (now 72); for the model hindcast we had 

23x42 = 966 winters. A note has been added to the text to clarify this. 



Lines 120-121; Why not just include the events that occur in 1st-10th December and use the 10 days 

prior to that to examine the precursor stage? I wonder how many events would have occurred in 

that period anyway. 

While this might look “cleaner” in the text, it would in practice involve performing every stage of 

analysis again from the start, including extracting raw hindcast data from tape archives. This is 

because the data files we have been working with are cut-outs covering DJFM only, and not 

November. We might also have to revisit our choice of initialisation dates.  

We do not think it would add substantially enough to the paper to merit this additional work. The 

result is that slightly fewer SSWs contribute to Figure 4 (and 5): 507 from the model rather than 545, 

and 32 from ERA5 instead of 34 (in ERA-Interim, this was 17 rather than 19). We have added some 

text in the methods section and before Figure 4 to clarify this. 

Line 147; Can you explain what the 'and significantly different to 50%' means? It is also present in 

other places, but clarifying once here would be useful. 

This reflects the result of a significance test against the null hypothesis that the SSW frequency is 

50%, using a standard binomial test. As it appears that the true value is close to the convenient 

round number of 50% (at least one SSW every other year on average), we felt it was worth testing if 

that was a reasonable approximation, or if we had enough data to show a significant difference to 

50% (note that if we only had the observations, we would not have enough evidence to significantly 

rule out that the frequency was 50%). The end of the preceding paragraph notes that we’d use a 

binomial test in some cases, but we’ve now added a note to clarify that this is the test we’re using 

here. 

Line 172; It was not clear to me what panel (d) shows. (c) is also a bit confusing but I think it is the 

30-day averaged NAO anomaly after EVERY SSW regardless of hindcast resample. Is that right?  

We have revised Figure 1. Hopefully the improved labelling and annotation now makes the figure 

clearer. 

We have added panel titles and revised the axis labels, as well as annotated the main data points 

(the solid vertical red and black lines) to show how the numbers are related to each other, and link 

better to the discussion in the text. The blue histograms are now fainter: they add important 

uncertainty information to help interpret differences between the red and black lines, but are 

subsidiary to the main data points. The caption has also been revised. 

Lines 197-205; The Aleutian Low is usually a tropospheric precursor to SSWs (e.g., Garfinkel et al. 

2010 whom you already cite) rather than a response to SSWs. Given the difficulty in teasing apart 

the response and cause around the onset date in observations, what would the PMSL look like when 

using an averaging window that does not include that first few days after the onset date, e.g., say, 

lags 5-30 or 7-30? It may well be that El-Nino is causing this Aleutian Low feature to persist, but it 

may also be that other factors at contributing. 

Since our switch to ERA5, the obs panel in Fig 3 no longer shows anything of note in the Aleutian 

region, with no significant difference with the model results. We therefore feel it would add more 

confusion than clarity to the reader to include an analysis and discussion on this. 

Figure 4; Why are the number of SSWs in this figure smaller than in figure 3?  



In Figure 4 (and Figure 5) we require a 10d period before each SSW, so we are limited to SSWs 

occurring on or after 11th December. (See earlier question; this has been clarified in the text.)  

Line 219; Can this correlation be read off from Figure 4?  

No – this is the correlation between the obs and model NAO anomalies (0.19), but Fig 4 shows the 

correlations for the two individual regions that make up the NAO. The correlation of the difference 

between those regions and the post-SSW NAO can’t be exactly calculated from the individual 

correlations. 

Lines 231-237; There is also a clear region over Eastern Canada that should likely be mentioned. 

Additionally, the region over the Ural mountains seems to match quite well with the Siberian High as 

found by White et al. (2019) to be probabalistically important for the downward response.  

In the obs map, only a very small part of the area in eastern Canada shows a significant correlation. 

We had already included the reference to White et al. (2019) in the discussion section, but we have 

now added it to the similar series of papers following Fig 4. 

Figure 5; This is a very interesting plot! In some ways it reframes a somewhat known conclusion that 

the tropospheric response depends most strongly on the lower-stratospheric anomalies than those 

higher up. This has conventionally been shown using scatter plots (e.g., Maycock and Hitchcock 

2015; Karpechko et al. 2017) but yours highlights the predictability change across all heights and 

precursory lags.  

Thanks for the positive comments! 

Section 4.3 and Figures 6-7; Above I mentioned two papers (Hall et al. 2021 and White et al. 2021) 

that found that the difference between splits and displacements (equivalent to your wave-1 and 

wave-2 dominated events) was most pronounced at lags close to the onset date, within about 1-10 

days or so. After that, the differences were very small and statistically indistinguishable from one 

another. Your 30-day window covering lags 1-30 after the onset merges these two periods together 

and I think it would be worthwhile to recreate these two figures for, say, lags 1-10 and 11-30 to see 

if indeed there are wave-1 vs wave-2 differences in the earlier period relative to the latter.  

This was indeed worthwhile, yielding a very clear response in agreement with the results cited: we 

see a strong response in the NAO in the first 10 days for wave-2 dominated events, but extremely 

similar responses between wave-1 and wave-2 dominated cases for the subsequent 11–30-day 

period. These results are shown in the new Figure 8 and surrounding text, with additional material 

added in the abstract and discussion & summary. 

Lines 358-360; I feel that the Xu et al. study as described disagrees with your results, no? You find 

the middle stratosphere to be poorly correlated with the surface response compared to the lower 

stratosphere. 

Our use of “middle stratosphere” was confusing. Xu et al. find enhanced NAO- responses for SSWs 

with more weakened prior vortex over the whole depth of the stratosphere (10 hPa down to the 

tropopause), but an NAO+ response when only the vortex above 50 hPa is weakened. It is therefore 

rather difficult to compare with our work directly, and this is made more difficult by their use of only 



observational data, resulting in very few events in their four categories. We have removed this 

discussion, but added a citation to the Xu et al. paper to the introduction. 

Summary and Discussion; You do not refer back to many of the studies listed in the introduction. All 

do not need to be referred to here, but a good proportion should likely be. 

We have thoroughly revised the discussion and summary section, which now includes more 

complete coverage of the relevant references. 
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